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ABSTRACT 
This paper discusses issues of engineering access control solutions in distributed applications for 

enterprise computing environments. It reviews application-level access control available in existing 
middleware technologies, discusses open problems in these technologies, and surveys research efforts to 
address the problems. 

Keywords: Software security, access control, authorization, distributed systems, software engineering, 
middleware. 
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1. INTRODUCTION 

Security of computer systems is conventionally achieved via protection and assurance. The former is 
usually provided by some security subsystems or mechanisms, which are designed to protect the system 
from specific threats. A threat is any potential occurrence that can have an undesirable effect on the 
assets and resources associated with a computer system. Protection is based on the premise that it is 
possible to list most of the threats which can happen, and to build mechanisms that can prevent the 
threats [13]. The protection mechanisms can be classified in to three groups: accountability, availability 
and authorization. Accountability mechanisms make sure that users and other system active entities 
(conventionally called subjects) are held accountable for their actions towards the system resources and 
services. Availability mechanisms ensure either service continuity or service and resource recovery after 
interruption. Authorization mechanisms ensure that the rules governing the use of system resources and 
services are enforced. The mechanisms are further qualified as either access control or data protection 
ones.  

Access control mechanisms allow system owner to enforce those rules when rules check and 
enforcement are possible. The term �authorization� also implies the process of making access control 
decisions. When checking and enforcement of the rules are not possible, data protection mechanisms, 
such as data encryption, are used. A reference monitor is a part of the security subsystem, responsible 
for enforcing the rules via mediation of access by subjects to system resources (traditionally called 
objects).  

Access control has been exercised at different places and levels of abstraction, e.g. network, 
database, operating system and middleware controls, each with different emphasis. Control to protected 
resources can also be addressed from a single system or an organization point of view. The objective of 
this paper, however, is to survey the design of access control mechanisms from an organization and 
application point of view. Modern information systems are increasingly interconnected to form 
information enterprise, which consists of many self-contained, heterogeneous and yet integrated 
application systems. The problem of access control in such an environment is to enforce organization-
wide security policies across these applications. How to ensure the secure interoperation of 
interconnected software systems in an information enterprise is a complex task and emerges as a central 
issue in software development and operation. In this paper, we survey the issues, problems and solutions 
in engineering software to handle access control for enterprise-oriented application systems, and discuss 
future solutions and technology in this important area. 

The rest of the paper is organized as follows. Section 2 provides background information on access 
control in application systems and defines evaluation criteria. We discuss the issues of access control in 
distributed systems in Section 3. Section 4 gives background information about access control in 
software systems. Mechanisms available in various distributed security technologies are described in 
Section 5. Section 6 overviews approaches on application-level access control reported in research 
literature. Conclusions are provided in Section 7. 
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2. BACKGROUND AND EVALUATION CRITERIA 
In this section, we give background information on access control, explain main concepts and terms, 

and then introduce the issue of application-level access control. In addition, we define criteria for 
evaluating existing technologies and research.  

FIGURE 1. CONVENTIONAL ACCESS CONTROL. 
 

2.1. BACKGROUND 
The structure of traditional access control (AC) mechanisms can be viewed using the conceptual 

model of reference monitor. A reference monitor is a part of the security subsystem, responsible for 
mediating access by subjects to system resources (traditionally called objects), as illustrated in Figure 1.  

The mediation consists of making authorization decisions, by checking access requests against 
authorization rules from the authorization database -- a storage of such rules -- and enforcing them. A 
set of the rules is sometimes called a policy. Authorization rules commonly have a subject-action-object 
structure, which specifies what subject(s) can perform what action(s) on what object(s). Permitted 
actions are called access rights. Thus a subject has a particular access right to an object if it can perform 
the action towards that object. Furthermore, all authorization rules can be conceptualized into access 
matrix [39], where a row corresponds to a subject and a column to an object, and each cell specifies 
access rights granted to the subject for the corresponding object. 

To make an authorization decision, a reference monitor takes authorization rules and three groups of 
information: 1) the access request, 2) the subject who made the request, and 3) the object to be accessed.  

The information about access request usually carries the request type, for example �read�. However, 
some application domains have a need for AC decisions based on additional attributes of the request. 
For instance, a banking system might deny a withdrawal request if its amount exceeds a pre-determined 
threshold.  

Information about the subject can be divided in two types -- related or unrelated to security. 
Originally, only security-related information was used in AC decisions. Controlled by security or user 
administrators, this information describes subject�s identity, group membership, clearance, and other 
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security attributes. Some times, the term privilege attributes is used to refer to those security attributes 
intended solely for the purpose of AC.  

In some application domains, security-unrelated information about the subject needs to be taken into 
account. For example, access to rated materials in public libraries could be granted according to a 
person�s age. Another example is information derived from organizational work-flow process. This 
information is not controlled by security or user administrators and it is not always provided to the 
reference monitor in the form of subject security attributes. The information about the object to be 
accessed can also be divided into categories related and unrelated to security. An example of an object 
security attribute is its security level.  

Depending on the capabilities of a particular AC mechanism and the availability of information 
about the subject, request and object, either limited or elaborate information are available for making 
authorization decisions. This information availability will be used as a criterion for evaluating 
expressiveness (or power) of AC mechanisms. 

AC mechanisms are part of most operating, database management (DBM) and middleware systems. 
They are also present in such control systems as firewalls, and many applications. 

Application resources can be in the form of data processed by applications, their services (e.g. 
Telnet, SMTP or WWW servers), particular operations performed on them (e.g. GET access requested 
from a WWW server via HTTP protocol, operation invocation on a CORBA-based application server), 
or even menus of the application interface. 

Some application resources, such as files, database records or network sockets, can be protected by 
an operating system, DBMS, or middleware system. However, there are resources that are application-
specific and are recognized only by the application itself, for example the execution of particular parts 
of the application business logic. The granularity of application-specific resources is finer than of gen-
eral-purpose computing systems. This is one essential distinction between application-level and general 
purpose AC. Another vital difference is that authorization rules used for application-level AC require 
the use of such information about access operations, subjects, or objects, that is specific to the 
application domain or more elaborate (more expressive) than the information used by AC mechanisms 
of general purpose systems. In order to meet the requirements, applications commonly have their own 
AC mechanisms in addition to the use of those provided by the underlying general purpose systems. 
And this practice is increasingly common. 

2.2. EVALUATION CRITERIA 
There are a wide variety of technologies and techniques for handling AC, which differ from each 

other in various ways. To make meaningful comparisons, we define the following evaluation 
framework.  

1. Granularity of protected resources. We will use the following granularity hierarchy: 
application, interface, method, arbitrary resource. If a solution does not allow authorization 
decisions on fine-grain resources, it cannot be used for protecting application resources. 

2. Support for policies specific to an organization or application domain. There is a wide range 
of AC models and policies, as shown in Chapter 3. At one end are AC mechanisms that support 
only one model (and the corresponding policies), for example lattice-based mandatory AC 
(MAC). At the other end are solutions that allow implementation of any authorization logic and 
their support for policies is limited only by the interface to the logic. In general, the more AC 
policy types a mechanism can support the easier it is to configure for required organizational 
policies. We will look at the range of supported AC models. 
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3. Information used for making authorization decisions. As we discussed above, authorization 
decisions are made based on information about the subject and object, as well as the operations 
to be performed. Some technologies allow obtaining only authenticated identity of the subject 
but not the information about group membership or activated roles, which ultimately limits the 
functional capabilities of the AC mechanism based on such a technology. We will look into what 
information is available and what information is used in authorization decisions. 

4. Use of application-specific information. The use of information that is application-specific and 
becomes available only while the application processes the client request is critical for some 
application domains (e.g. health care). If a solution does not allow the use of such information, 
full automation of protecting application resources would not be possible. 

5. Support for consistency of policies across multiple applications. It was discussed earlier that 
in the enterprise environment, the issue of consistent policy enforcement is a critical one. We 
will consider the support for enterprise-wide consistent AC policy enforcement while examining 
the available and proposed approaches. 

6. Support for changes. No matter how functionally perfect the support for the AC is, if it is 
ineffective to accommodate changes, such as insertion or deletion of application systems and 
underlying computation environment, it is not suitable in enterprise settings. Most available 
approaches support the changes to some degree. Unfortunately, there is no objective quantitative 
criteria for determining the level of support. We will evaluate the level of support by comparing 
the solutions.  

7. Solution scalability. Performance and administration scalability highly affects the utility of AC 
solutions. If a technology does not scale well it can not be more then just an academic exercise. 
Since there is not any benchmark available for evaluating the scalability of AC solutions, we will 
use common knowledge to reason about the scalability. For instance, we will examine the 
amount of data that needs to be modified, in order to accommodate a policy change. Another 
commonly known measure that we will use is the communication complexity, which is still 
regarded as the major factor in the performance of distributed systems. 

3. PROBLEMS OF ACCESS CONTROL IN DISTRIBUTED SYSTEMS 
From software engineering point of view, design and implementation of software security in 

distributed enterprise environment must address several concerns. First, an information enterprise 
consists of many self-contained and yet interconnected or integrated application systems. The problem 
of access control is to enforce organization-wide security policies across these applications. 
Consequently, ways must be provided to ensure the consistency of enforcement across application 
boundaries. Second, changes occur frequently in enterprise environment. These may include changes to 
existing systems, insertion or deletion of applications, changes in business processes and security 
policies, changes in hardware/software platforms, etc. An attractive security system design must 
effectively support the evolution of enterprise systems. Last but certainly not least, the above qualities 
need to be achieved at reasonable cost during the development, operation, and evolution of application 
systems.  

The industry has achieved considerable results on access control of operating system, databases and 
middleware in such a way to make the security mechanisms as relatively independent and self-contained 
components in the systems. Most of operating systems implement authorization logic in the security part 
of their kernels [9, 18, 19, 23, 25, 30, 31, 35, 42, 44, 45,48, 53, 54, 60, 64]. There are also special-
purpose ad-on security software packages that furnish authorization decisions for operating systems [9, 
15, 16, 32]. Abadi et al. [1] and Lampson et al [39] developed a unified theory of authentication and 
access control in distributed systems. Practical implementations reflecting some results of the theory 
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have been implemented in security architectures of some distributed environments [38, 47, 50, 51, 57]. 
However, fine-grain control of application resources, except when those resources are stored in a 
consolidated database, is done traditionally in ad hoc manner [65], and there are no automated means to 
ensure enterprise-wide consistency of such controls. 

Generally speaking, current solutions to access control have two problems. First, access to protected 
resources is controlled at several points. They are network controls (e.g. firewall), middleware controls 
(access control mechanisms enforced by middleware environments such as CORBA [50], EJB [43], 
DCE [22], DCOM [46]), database and operating system controls. Making all these controls to work in 
concert and consistently enforce enterprise-wide access control policies is a daunting task, when there 
are hundreds of application and supporting systems (e.g. operating systems).  

The second problem is that traditional access control mechanisms [61] provide limited capabilities 
for handling complex policies and authorization decisions that are based on factors specific to an 
application domain. The complexity of access control policies in some application areas, e.g. health 
care, requires exercising access control policies that are more sophisticated and of finer granularity than 
the general ones used in operating systems, databases, and security services of such distributed 
environments as Java [38], DCOM, DCE, SESAME [52], and CORBA. All but last types of access 
control points provide only coarse grain level of control. In addition, security requirements in some 
domains mandate domain-specific factors (e.g. relationship between the user and the patient [8], 
emergency context) to be used in access control policies. This complexity and granularity level often 
force application designers to embed domain-specific authorization logic inside their applications. Some 
even document patterns of designing �application security� [69]. As a result, it both increases the 
complexity of software design and makes it difficult to ensure system integrity and quality. It also 
significantly increases the difficulty and cost in system administration and management, especially in 
the face of rapidly changing business, technology, as well as system requirements and functionality. 
These problems are less severe in stand-alone systems. However, the distributed environments of 
enterprise systems with dozens of heterogeneous systems exacerbate them drastically. 

4. DESIGN APPROACHES TO APPLICATION-LEVEL ACCESS CONTROL  

The research community has been working towards systematic ways of controlling access to 
resources in distributed and heterogeneous application systems. The three main research approaches are 
policy agents, interface proxies and interceptors, and enterprise-wide authorization services. They are 
discussed in this section. 

4.1.   POLICY AGENTS 
The concept of policy agents [29] is motivated mainly by the goal of accommodating the existing 

body of products and technologies already deployed in organizations. The key idea is centralized AC 
management via rule translation into languages supported by local AC mechanisms, and distribution of 
the rules across the systems, as shown in Figure 2. The distribution is achieved with the help of policy 
agents that reside on computers hosting applications. They could be the OS AC or add-on packages, AC 
provided by the middleware, by DBMS security layers, or even by the AC mechanisms integrated in the 
application. Consistency of authorization policies across application boundaries is achieved by the 
centralized AC management via translation of authorization rules into languages supported by local 
mechanisms through policy agents. The distributed management architecture based on such agents 
provides the infrastructure necessary to map domain-wide authorization rules into rules specific to 
particular mechanisms. 
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This approach have several advantages, including fault tolerance, compartmentalization of enterprise 
security without penalizing run-time performance. There is a high degree of run time autonomy between 
the local mechanisms. 

The main problems of this approach are the difficulties in achieving the consistency of enforced 
global policy across different applications, and in automating the mapping of the global policy into the 
languages and representations specific to various AC mechanisms. This approach also suffers from 
some innate limitations. First, the granularity and expressiveness of domain-wide AC policies can be 
only as good as the policies supported by the most coarse-grain and least expressive mechanism in that 
domain. Second, the distribution of policy updates can be very slow, which could easily make policies 
based on periodic authorizations [10] unaffordable. However, this direction becomes irreplaceable if 
other approaches, such as proxies and interceptors, fail.  

4.2.  PROXIES AND INTERCEPTORS 
Solutions under this approach employ either interface proxies [28], role classes [8], security meta-

objects [55,56], or interceptors of intersystem communications, as in CORBA, DCOM, SafeBots [20, 
21] and Legion system [26, 27, 67]. The idea is illustrated in Figure 3. Access to an application is 
controlled externally and authorization decisions are made and enforced before an application gains 
control and/or after it dispatches an invocation to another system. Invocations are intercepted either in 
the communication, middleware, or application layers. 

No changes to the application system are required in these solutions, which is their main advantage. 
The reference monitor is implemented externally to the application system. Security developers can 
control the behavior and size of the monitor. This makes it a good alternative to policy agents in 
controlling access to resources of already deployed applications. Moreover, if an existing application 
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does not have any AC mechanism, proxies and interceptors become the only choice. Another advantage 
is the ability to make all the decisions locally to an application system, which improves performance 
scalability. 

However, it is difficult to ensure the consistency of enforced policy and authorization data coherence 
because there are as many instances of access control proxies as applications. There are other significant 
limitations. First, the granularity of access control can not be finer than (object) method and its argu-
ments. Second, the decisions must always be made either before or after an application controls 
invocation execution. Third, variables, whose values become available at some point after the method is 
invoked but before an AC decision is made, can not be used. 

4.3.   AUTHORIZATION SERVERS 
When an application enforces its own access control policies, a reference monitor is embedded in the 

application. In this case, if an access control decision is performed by a dedicated authorization server 
external to the application system, the reference monitor spans the application and the authorization 
server. This allows decoupling of the reference monitor decision part from an application without losing 
the capability for an application to define its own space of protected resources and its semantics. This is 
the main idea behind solutions employing authorization services [63, 66, 67, 70]. 

The effort of developing a generalized framework for access control (GFAC) [2, 3, 4, 5] at the 
MITRE Corporation is an early representative of this approach. The project endeavored to build a 
theoretical framework that explicitly recognizes the main information components for access control -- 
subject and object (security-related) attributes, access context, authorities, and rules. They showed that 
�the rules for access control are an entity that is separate from, although necessarily related to, the 
model of the TCB (trusted computing base) interface� [40]. Moreover, La Padula suggests [40] that in a 
networking environment �one can conceive of an access control engine realized as a server, with access 
requests handled via a remote procedure call mechanism.� 

 

Figure 3. Authorization Services 

The main advantages of this approach include: 

• Logical centralization of access control rules, which supports inherent consistency and 
coherence of authorization policies enforced throughout a policy domain. 

• Ease of policy change and update because authorizations are made at a (logically) single place. 

• Since authorization logic is centralized and decoupled from the application logic, it is possible 
to change policy type without affecting application systems. 
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This approach can also significantly reduce the cost of access control administration. This is made 
possible by the centralized administration of authorization rules for all systems belonging to one policy 
domain. 

Since an application system determines when to obtain an authorization decision from the server, it 
can do so right when such a decision is needed. The authorization service is to make authorization 
decisions for access to the application resources that can not be protected by middleware AC 
mechanisms, as shown in Figure 3. Authorization decisions on resources of any granularity level can be 
obtained from the server because an application uses the server while it is processing a request, as 
shown in Figure 3. This lifts the limitation of the Proxies and Interceptors. 

For this approach to be feasible, several issues must be addressed. First, it is much more challenging 
to design an authroization server so that it does not become a bottleneck in terms of performance. 
Second, if the server fails, all application systems served by it will have to resort to a simplistic and very 
limiting policy such as �always deny� or �always grant.� This would render systems unoperational. 
Thus the provision of high fault-tolerance degree needs to accompany such servers. 

5. APPLICATION ACCESS CONTROL IN MIDDLEWARE 
In this section, we review access control mechanisms provided by the main-stream middleware 

technologies, and discuss how these technologies can be used by distributed application systems, as well 
as what their limitations are. 

5.1. JAVA AUTHENTICATION AND AUTHORIZATION SERVICE 
The release of Java 2 platform introduced a new security architecture [24] that uses a security 

policy to decide the granting of individual access permissions to running code. The Java Authentication 
and Authorization Service (JAAS) [38] is designed to provide a framework and standard API for 
authenticating and assigning privileges to users. Together with Java 2, an application can provide access 
control based on the attributes of code and its source (code-source-centric), or user (user-centric), or a 
combination of both. In JAAS, access control is enforced using proxies approach only on system 
resources, such as files, sockets, etc., whereas Java objects constituting an application system are not 
protected. Access control to these objects has to be implemented by application itself. Since JAAS 
specifies a flexible mechanism for defining application-specific protected resources of any granularity, 
an application can reuse these mechanisms for determining permissions granted to an invoking subject 
using JAAS decision logic as an authorization service. This would allow having a uniform interface to 
the authorization logic. JAAS also has a generic and extensible support for different authorization 
factors. Privilege attributes in JAAS need not be predefined.  

New attributes can be easily defined via new classes, and this could introduce confusion because 
even semantically the same attributes are considered dissimilar by JAAS if they are implemented as dif-
ferent classes. A notion of attribute type, like in CORBA or SESAME, would address the problem.  

JAAS supports authorization decisions based on the source code origination, the identity of the 
code signer, the value of a privilege attribute possessed by a subject. These are all used to determine 
permissions for a particular resource. An application system can retrieve permissions from Policy object 
and compare them with the required ones. In order for an application to enforce its own AC, it needs to 
determine the resource name and the required permissions. Afterwards, it would obtain from Policy 
permissions granted to the subject in question and make comparison for the final verdict. This is not 
much different from other middleware technologies such as CORBA, DCE, SESAME and DCOM. The 
flexibility comes from the way AC policies can be specified in JAAS. Since Policy is just an interface, 
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behind which almost any functionality could be implemented, JAAS does not constrain implementers of 
AC policies to any particular mechanism. 

5.2. DISTRIBUTED COMPUTING ENVIRONMENT 
In the Open Software Foundation�s (OSF) Distributed Computing Environment (DCE) [37], the 

service does not control access to applications or their resources. DCE applications are expected to 
enforce and provide administrative access to authorization policies on their own. To do so, an 
application has to implement AC functionality, including an access control list (ACL) manager and 
ACL storage, as shown in Figure 4.  

In order for an application to use DCE security service for AC, it needs 1) to determine the DCE 
object ID (OID) of the resource in question, and 2) to obtain authorization decision from its ACL 
manager using the OID.  

If an application uses the DCE ACL model for authorization, it associates an ACL with a protected 
resource identified by the OIDs, which are used by the ACL manager to determine right ACLs. The 
exact definition of �resource� is entirely at the discretion of the application. For example, an object 
could be an item of stored data (such as a file), or could be a purely computational operation (such as 
matrix inversion). Thus, the concept of OIDs enables any granularity of protected resources. 

DCE ACLs support a limited number of privilege attribute types -- identities of the user, who is the 
resource owner, the owner group, and other group(s). DCE ACL language is also considerably limited 
allowing security administrators to either explicitly grant or deny rights to the subject based only on its 
identity or group attributes. The language capability to support policies specific to application or 
organization remains to be seen. 
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The following simple example from [17] illustrates (Figure 4) how access control is expected to be 
implemented by an application system. User jane makes a request to withdraw $100.00 from her 
account number 1234. The application interface passes this information to the ACL manager asking for 
an authorization decision. The ACL manager retrieves the authorization policy for account 1234 from 
ACL database and applies the policy to derive the answer. If user jane is authorized, the withdrawal is 
performed. DCE security service does not provide transparent access control for application systems. If 
an application system needs to protect the resources it accesses, it has to implement access control 
functionality, including ACL manager and ACL storage shown in Figure 4. 

In terms of administration of ACL associated with application resources, the DCE applications are 
also expected provide means for performing the task. They can implement DCE standard ACL 
administration interface (rdacl). When Jane�s account is first set up, a bank employee would use an 
administrative tool to give user jane permission to withdraw money from account 1234. Rdacl 
interface seems to be the only means of ensuring the consistency of authorization policies across 
application boundaries unless access to the ACL database is implemented as a global service. In the 
latter case, policy and application changes could also be accommodated by the DCE environment easier 
than in the basic configuration shown in Figure 4. 

As seen from the discussion above, DCE security service provides rudimentary help to applications 
to make AC decisions, and it enforces no AC externally to an application. Comparatively to its 
predecessor, Kerberos [33, 49], it advances privilege attribute management by enabling attribute types 
other than subject identity. However, the expressiveness of DCE ACL language is fairly limited, and we 
could not determine how application-specific factors could be used in authorization decisions. It seems 
that the increase of the application client or server population would not drastically affect overall 
performance of the application systems in a DCE environment because AC decisions are made using 
local data. However, administration scalability is poor because policy changes have to be reflected in 
the ACL database for every application unless the database is centralized, in which case the 
performance scalability would suffer. 

5.3. GENERIC AUTHORIZATION AND ACCESS CONTROL API 
Generic Authorization and Access Control API (GAA API) is published as an IETF Internet draft 

[59]. It defines a framework for application authorization. GAA API aims to address the lack of standard 
authorization API for applications using GSS API [41]. Kerberos [33, 49] was the first security technol-
ogy providing GSS API functionality, and it did influence the model behind GSS API. It had only rudi-
mentary authorization support for access control in networked applications. If a client does not have 
authenticated ticket for a particular network server, it will be denied access. This is why GAA API 
attempts to build an authorization model that would fit into the existing GSS API model.  

It reuses security context from GSS API. Since the GSS API provided only subject identity, GAA 
API uses group membership service. GSS API provides very generic low-level abstraction. Its usage by 
application systems requires significant integration efforts. This prompted new generations of security 
technologies for distributed application systems such as CORBA and DCOM, in which an application 
can be developed without any notion of underlying security, including access control, unless it requires 
enforcement of complex security policies. However, if an application does use GSS API and it requires 
protection of fine grain resources or enforcement of complex access control policies, then GAA API 
gives more than most application systems would need for interfacing with an authorization service. 
However, the service, or at least its proxy, should be co-located in the same process because the only 
language binding, available as of May 2000, is defined in C language [58]. The main advantage of the 
API over the other models reviewed here is its support for very flexible and powerful concept of 
additional conditions that may need to be enforced by the application system or met by the client.  
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5.4.  MICROSOFT DISTRIBUTED COMPONENT OBJECT MODEL 
Since DCOM RPC is a derivation of DCE RPC, it is not surprising that its security model resembles 

DCE security. As with DCE, ACLs are used for coding authorization policies. In DCOM, they are 
named Discretionary ACLs to signify the default right of the owner to modify access control entries 
(ACE). However, this does not change the essence of the model. What it does, though, is the capability 
of enforcing policies outside of a DCOM object (proxies and interceptors approach) and a hierarchy of 
policies.  

DCOM provides two choices for controlling access to applications and their resources. With 
�declarative security,� DCOM can enforce AC without any cooperation on behalf of the object or the 
object's caller. The policies for an application can be externally configured and enforced. The 
declarative security policies can be divided into default policies and component-specific ones. A default 
policy specifies the default launch and access settings for all components running on the local machine 
that do not override these settings. Component security settings can be used to provide security for a 
specific component, thereby overriding the default security settings. 

With �programmatic security,� DCOM exposes its security infrastructure to a developer via security 
APIs2 so that both clients and objects can enforce their own application-specific authorization policies 
of any granularity, and using any information as input for the decisions. Programmatic security can be 
used to override both default and component security settings in the registry. 

Every invocation on a DCOM object is subject to control according to the policy hierarchy: 1) policy 
encoded in the component implementation, 2) the declarative process-specific policies, and 3) the 
declarative host-specific policies. Policies 2 and 3 are exercised before the call is dispatched to the 
object. This is a considerable advantage over DCE authorization model, where the security environment 
enforces no control and an application has to implement its own enforcement of the policies. 

A significant hindrance of the authorization model is its granularity of �component-specific� policy 
(policy type 2). The granularity is per OS process, and there is no distinction among different object 
methods. That is, the policy uses the same discretionary access control list (DACL) to control access to 
all objects and their methods that a system process implements. Blakley [13] argues that OO security 
systems should let security administrators control access to individual methods of an object. Neither of 
DCOM process-wide or host-wide authorization policies supports such level of granularity. 

Process-wide and host-wide policies (types 2 and 3) implicitly introduce the notion of access policy 
domains for DCOM objects. Unfortunately, the partitioning of objects is based only on their locations 
and not on their sensitivity or the value of other parameters. The limitation of authorization policy 
domains to the host boundaries restricts the administration scalability of DCOM-based distributed 
applications because it has to be performed individually on each host or even for each process. 

As we have shown, no application-specific information can be used or application-specific policies 
are enforced when declarative AC is exercised. Declarative authorization policies and their changes 
have to be administered on a machine-by-machine basis, which hinders administration scalability and 
rules out automatic policy consistency across application boundaries unless applications are located on 
the same host. 

                                                           
2For example, calling subject identity can be obtained using methods 
IObjectContext::IsCallerInRole() and ISecurityProperty::GetCallerSID(). 
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5.5.   SESAME SECURITY 
SESAME (a Secure European System for Applications in a Multi-vendor Environment) is a 

European project started in late 1980s, and funded in part by the European Commission under its RACE 
program [34]. SESAME technology is not a middleware. Instead, it is an architecture for security 
services. It does not provide a means of communication such as ORB in CORBA, RPC layer in DCE or 
DCOM. Thus it can not control pre/post invocation events. This is why access control and other security 
functionality has to be specifically invoked by an application system. This prevents SESAME from 
providing access control using proxies or interceptors approach. Instead, AC logic is provided, as an 
authorization service, to an application system by SESAME-compliant infrastructure, as opposed to 
DCE, where an application system has to implement ACL storage, as well as run-time and management 
functionality. 

Another drawback of SESAME AC is the lack of capabilities, or at least there is no straightforward 
way, for applying one AC policy to several application systems. It means that AC policies have to be 
configured for applications individually. 

The unit of AC check provided by SESAME is an application system. Therefore, either access is 
granted to the whole system or access is denied at all. For distributed application systems, which com-
monly expose their functionality via several operations with different AC requirements, such granularity 
is insufficient. Consequently an application system has to implement additional functionality to exercise 
per-operation AC. This makes SESAME less attractive then JAAS, DCE, DCOM or CORBA 
technologies discussed here from software engineering point of view. However, SESAME is neutral to 
the underlying communication protocols, and is known for its advanced model of privilege attributes 
management and propagation that is best suitable for large multi-domain heterogeneous environments 
[6]. This makes it suitable for building heterogeneous, multi-vendor distributed application systems that 
require authorization based on privilege attributes, other than user identity. 

5.6.   CORBA SECURITY 

CORBA Security [50], like DCOM Security, strictly follows the direction of interceptors. 
Everything, including obtaining information necessary for making authorization decisions, is done 
before the method invocation is dispatched. The decisions are based on subject privilege attributes, 
required rights of the method, and the access control policy of the domains to which the object belongs. 
AC decisions can be specific for each object, if the object is located in a separate domain, or for a large 
group of objects associated with one policy domain. This means that the model scales very well without 
loosing fine granularity. Unlike DCOM, CORBA objects residing on different computers can be 
associated with the same domains. 

The expressive power of CORBA access control mechanisms was analyzed by Karjoth [36], where it 
was shown to be capable of support lattice-based mandatory access control (MAC). Beznosov and Deng 
show [11] that it also possible to configure CORBA AC mechanisms to support role-based access 
control (RBAC0 − RBAC3), which means that discretionary access control (DAC) models can be also 
implemented, as Sandhu and Munawer show in [62]. 

Because CORBA Security defines advanced concepts of privilege attributes, similar to SESAME, it 
enables AC policies based on roles, groups, clearance, and any other security-related attributes of 
subjects and their sessions, i.e. principals. User grouping via privilege attributes, object grouping via 
policy domains, and method grouping via the concept of required rights make CORBA Security highly 
scalable in terms of security administration, an important factor in object-oriented enterprise distributed 
environments. 
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Given the power and flexibility of CORBA Security AC mechanisms, there are still applications, in 
which additional access control needs to be exercised. If an application system is to enforce its own AC, 
it can do so with the help of CORBA Security interfaces. For enforcing conventional access control 
policies, an application system needs to know who wants to access what protected resource and in what 
way. CORBA Security interfaces, available to an application system, contain a method for obtaining 
subject security attributes, including privilege attributes. This information is sufficient for enforcing 
application-specific AC on application resources. 

6.   SUMMARY AND DISCUSSION 

Middleware technologies provide several means to control the use of distributed resources exposed 
via application interfaces. There are two groups of technologies used for securing distributed software 
systems. One group merely provides party authentication, communication protection, and access control 
independently of the underlying communication technology, which includes Kerberos [33,49], 
SESAME [34, 52] and GAA API [59]. This enables using and mixing any desired communication 
protocols and media, but developers are overburdened with significant efforts to integrate the security 
technology with the underlying communication mechanisms. 

Another group is middleware technologies, such as CORBA [50], DCE [22], Java [38], and DCOM 
[46], which provide the underlying communication infrastructure along with the security subsystem. 
They enjoy reasonable integration of both and much more seamless use of the former by developers. 
Moreover, some of them enable basic access control completely outside of an application system 
because access decision and enforcement occur before the remote call is dispatched to the application 
server. 

Access control in Java Authentication and Authorization Service (JAAS) is enforced only on system 
resources, such as files, sockets, etc., but not on Java objects and other application resources. JAAS has 
very generic and extensible support for different privilege attributes that can be easily defined via new 
classes. The source code base, the identity of the code signer, and the value of the subject privilege 
attribute are passed to the authorization code via Policy class interface for authorization decisions. 
JAAS allows any granularity of authorization decisions, and it does not constrain implementers of 
authorization policies to any particular mechanism or to the information used for the decisions. It also 
enables seamless change of policies. However, the architecture does not address the consistency of 
authorization policies across multiple applications. Nor does it have any provisions for achieving 
performance and administration scalability. 

In the DCE, application systems are expected to enforce and provide administrative access to 
authorization policies themselves. An application system can use DCE access control list (ACL) but it 
has to implement most of access control functionality, including ACL storage and manager, as well as 
its administration. DCE Security supplies an application with only the caller�s subject and group 
identities. Cross-application administration of authorization logic is not directly supported although 
administrative interface for doing the administration on per-application basis is defined, yet it is not a 
scalable solution. 

The security model of DCOM resembles DCE security. As with DCE, ACLs are used to code 
authorization policies. The main advance of DCOM is the capability of enforcing policies outside of 
objects with the presence of process and host-specific policies in addition to the capability for an 
application to use DCOM Security API for its own AC. The authorization model is significantly 
hindered by the granularity of the so-called �component-specific� policy where there is no distinction 
among different objects and their methods in the same OS process. Component- and host-wide policies 
implicitly introduce the notion of access policy domains; still it is not clear if such domain partitioning 
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is an administratively scalable and functionally successful solution. The administration has to be per-
formed individually on each host or even for each process, which is better than the DCE solution but 
still limited. Although DCOM Security provides ways for application systems to exercise fine grain AC 
in an application-specific way, application-specific policies cannot be enforced and only security-related 
attributes of subjects and objects can serve as input for external AC. 

SESAME is an architecture for security services which does not specify a communication layer. 
Thus it cannot control pre/post invocation events. This is why AC and other security functionality has to 
be specifically activated by an application. This prevents SESAME from providing AC externally to 
applications. Another drawback of SESAME authorization is the lack of support for applying one policy 
to several application systems located on separate hosts. The unit of authorization check is an 
application system. All these, especially the granularity of AC, make SESAME less attractive then 
JAAS, DCE, DCOM or CORBA technologies for providing access control to application resources. 
However, SESAME is neutral to the underlying communication protocols, and is known for its 
advanced model of privilege attributes management and propagation. This makes it indispensable for 
building heterogeneous, multi-technology and multi-organization distributed applications that require 
authorization based on privilege attributes, other than user identity, and the use of different 
communication technologies. 

In CORBA Security, access control can be enforced completely outside of an application system. AC 
decisions are based on subject privilege attributes, required rights of the method, and the access control 
policies of the domains to which the object belongs. The AC model scales very well without losing fine 
granularity, for the decisions could be specific to each object or to a large group of objects associated 
with the same policy domain. Unlike DCOM, CORBA objects residing on different computers can be 
associated with the same policy domain. Because CORBA Security defines advanced concepts of 
privilege attributes, it enables AC policies based on roles, groups, clearance, and any other security-
related attributes of subjects. User grouping via privilege attributes, object grouping via policy domains, 
and method grouping via the concept of required rights improve administration and performance 
scalability. If an application system is to enforce its own AC, it can do so with the help of CORBA 
Security API, which allows it to obtain subject security attributes, including privilege attributes. 
However, application-specific policies are difficult to enforce and the use of application-specific 
information in the CORBA AC is limited. 

The Generic Authorization and Access Control API (GAA API) defines a framework for application 
authorization. The API aims to address the lack of standard authorization interfaces for those 
applications which use the generic security service (GSS) API. This is why GAA API�s authorization 
model specifically fits into the existing GSS API. If an application uses GSS API, which provides very 
generic low-level abstraction, and it requires the protection of fine grain resources or the enforcement of 
complex authorization policies, GAA API defines interface with enough capabilities for most 
applications. The main advantage of the API over the other reviewed models is the support for the very 
flexible and powerful concept of additional conditions that can support application-specific policies. 
The drawbacks of the API are that it only defines the interface between an application and an 
authorization mechanism, and the model addresses neither administration scalability nor the consistency 
of authorization policies across multiple applications. 

Ideally, all security functionality should be engineered outside of an application system, thereby 
allowing the application to be so called �security unaware.� However, this is difficult to achieve for the 
majority of applications, where access control and other security policies are too complex, or require too 
fine-grain control, to be supported by the general-purpose middleware security technologies. This is an 
ongoing subject of research. 
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We expect that contemporary information enterprises with their dynamics and complexity have to 
have application AC engineered at the middleware level as well as at the application level. For 
application-level access control, successful architectural solutions most probably will employ a 
combination of proxies and interceptors, policy agents, as well as authorization services because they 
complement each other. For systems with the existing AC mechanisms tightly integrated into 
applications, the approach of policy agents is the only choice. In those systems, where AC mechanisms 
are missing, weak, or too coarse grained, interceptors and proxies, combined with the ideas from policy 
agents and authorization services could cure the problem. New applications with requirements for fine-
grain access control, complex or very dynamic AC policies, or to be deployed in organizations of dif-
ferent types (e.g. military, government, finance, health care, telecommunications) and sizes, will be best 
constructed with the use of authorization service. 
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