Abstract—This paper systematizes and contextualizes the existing body of knowledge on technology’s dual nature regarding sexual abuse: facilitator of it and assistant to its prevention, reporting, and restriction. By reviewing 224 research papers, we identified 10 characteristics of technology that facilitate sexual abuse: covertness, publicness, anonymity, evolution, boundlessness, reproducibility, accessibility, indispensability, malleability, and opaqueness. We also analyzed how technology assists victims and other stakeholders in coping with and responding to sexual abuse. Our research questions examined the challenges in using technology to address sexual abuse too. For instance, its use by victims can lead to revictimization. To address technology’s challenges, we offer recommendations and suggest new research directions. These findings about the dual nature of technology can inform research and development toward better support for victims of sexual abuse.

I. INTRODUCTION

Sexual abuse is prevalent and destructive. One in every six American women and one in thirty-three American men are victims of an attempted or completed rape [1]. In Canada, one in three women will be sexually abused in their lifetime [2]. Sexual abuse violates a person’s safety and privacy, and has long-term consequences, such as anxiety, depression, and suicide [3], [4].

The COVID-19 pandemic impacts the domain of sexual abuse in two major ways. First, sexual abuse has risen significantly during the pandemic [5]–[7]. Second, the pandemic also has accelerated the adoption of technology [8], [9]. Social distancing and national lockdowns have meant victims of sexual abuse have turned to technology for support, connection, community, and services. Unfortunately, abusers also have rapidly adopted this use of technology, amplifying the risks for victims. Since victims’ reliance on technology is expected to continue beyond the pandemic, technological solutions are increasingly needed to connect them to services and to prevent, restrict, and report sexual abuse [10]–[12].

There is a need to understand how technology can be used to support victims without facilitating further abuse or increasing the risk of revictimization [13]. To better assist victims, the current gaps and challenges surrounding technological solutions must be understood because of the dual nature of technology in harm facilitation and harm reduction.

To this end, our aim was to provide a systematization of knowledge (SoK) on this dual use of technology. Our three research questions were: (i) What qualities of digital technologies might enable abusers to conduct sexual abuse more easily? (ii) What qualities of digital technologies might help address sexual abuse at the individual, organizational, and societal levels? (iii) What are the challenges with using technology to address sexual abuse? Answering these questions would help us identify the challenges in providing technological support to victims of sexual abuse.

We addressed our questions by conducting a literature review of 224 research papers. The selected papers discussed either how technology facilitates sexual abuse or how technology assists victims in preventing or reporting it. We analyzed the papers using a method proposed by Wolfswinkel et al. [14].

Our study has five major contributions: (i) We perform the first systematic review of knowledge on the dual nature of technology in both facilitating sexual abuse and assisting its victims. (ii) We identify 10 characteristics of technology that facilitate sexual abuse (covertness, publicness, anonymity, evolution, boundlessness, reproducibility, accessibility, indispensability, malleability, and opaqueness), and we analyze how these attributes facilitate the abuse of victims. (iii) We identify how technology assists victims and group the assistance into three categories (investigating, reporting or preventing, and restricting abuse). (iv) We offer the first-of-its-kind analysis of the challenges in using technology to provide much-needed support for victims of sexual abuse. Some of these challenges are related to a specific characteristic of the technology. For instance, the reproducibility aspect leads to the duplication of sexual content online. There are also other challenges not linked with any particular characteristic. For example, technological solutions for reporting or preventing abuse are poorly designed and maintained because of a lack of continuous funding or revenue. (v) We further discuss research ideas and solutions that can help navigate these gaps. We are optimistic these findings could lead to the development of better solutions for supporting victims of sexual abuse.

II. DEFINITION OF TERMS

For the sake of clarity, we have defined the following terms: Technology: A collection of systems “that allow users to exchange digital information over networks” [15]. We use technology as an umbrella term for all mobile, web-based, and Internet-enabled services, platforms, applications, and devices. Sexual abuse: “Unlawful sexual activity and sexual intercourse carried out forcibly, or under threat of injury or with a person who is ... incapable of valid consent” [16]. We treat sexual assault and rape as particular types of sexual abuse. We
also use the term *abuse* for sexual abuse when the context is clear.

**Perpetrator:** “A person who carries out a harmful, illegal, or immoral act” [17]. Although there are different types of perpetrators, such as sexual perpetrators (rape, assault), perpetrators of economic fraud (sextortion) or perpetrators in the context of intimate partner violence (IPV) there is often a crossover and even if they operate in distinctive ways, they are often conflated in the context of sexual abuse and are also referred to more generically as abusers. For reasons explained at the beginning of §IV, we have done the same. We use perpetrator and abuser interchangeably.

**Victim:** A person who has been sexually abused. We use the term *victim* in this paper; *survivor* can also be used. We acknowledge victims could be stakeholders, but we give them a separate category because of victims’ importance.

**Target:** The person(s) a perpetrator aims to abuse sexually.

**Stakeholders:** The persons or organizations with a vested interest in supporting victims of sexual abuse. We use stakeholders to refer to frontline community agencies, law enforcement, and others providing economic, financial, or legal services for victims. (See also “victim.”)

**Revictimization:** A victim’s reliving of their sexual abuse either physically, emotionally, or psychologically.

### III. Method

We used a five-step iterative process proposed by Wolfswinkel et al. to review the literature for our systematization of knowledge (SoK). Several peer-reviewed papers have used this method in their SoK [18]–[23]. This approach allowed us to reach a “thorough and theoretical analysis” of our topic and provide insights grounded in the literature [14]. The five-step iterative process itemized by Wolfswinkel et al. is (a) define, (b) search, (c) select, (d) analyze, and (e) present. We repeated between the steps as needed, since the process is meant to be iterative [14].

#### A. Define

In this step, we defined the scope of our literature review:

**Inclusion criteria:** For a paper to be included, it would have to satisfy all of the following criteria: (i) be a peer-reviewed journal article, conference or workshop paper, or book chapter; (ii) discuss sexual abuse; and (iii) discuss the use of technology to facilitate, report, or prevent sexual abuse.

**Exclusion criteria:** We would exclude papers that discussed sexual harassment (i.e., making rude, sexually degrading, or offensive remarks or gestures), not sexual abuse.

**Selected source/database:** We chose Google Scholar (scholar.google.com) as our source for papers because it provides a broad coverage of research topics [24]–[27].

**Specific search terms:** We would search using either the term *technology* or *social media* and combine it with each of the following: *sexual assault*, *intimate partner violence*, *IPV*, *human trafficking*, *abuse*. For example, *technology human trafficking, social media sexual abuse*.

#### B. Search

Using Google Scholar, we searched for papers using the terms we defined during the previous step.

While searching, we realized from the title(s) and abstract(s) of our results that we may unintentionally be omitting other relevant papers if we used only the search terms defined initially. Therefore, we went back to the previous step and added the following search terms: *social networks, child abuse, domestic violence, intimate partner abuse, technology-facilitated abuse, sexual crime, sexual violence, COVID-19 sexual abuse, perpetrators, sexual abusers, rape, rapists, smart devices sexual abuse*.

Two researchers conducted this step independently, identifying a total of 258 papers.

#### C. Select

The aim of this step was to check if the papers identified in the search (i.e., those found using the search terms) satisfied the inclusion criteria specified initially. For all of the papers identified during the search, we did the following review:

**Citations:** We checked forward and backward citations to see if any of the papers cited met our criteria. Through this process, we added 154 new papers, resulting in a total of 412 papers.

**Duplication:** We then filtered out duplicates (e.g., almost exactly the same paper but one version was published for a workshop, the other at a conference). After purging duplicates, we were left with 321 unique papers.

**Criteria:** We then read the full text of each paper in our dataset to determine if it met the inclusion and exclusion criteria. As a result, 91 papers were removed, leaving us with 230 papers.

**Technological relevance:** Of the 230 papers, 6 papers were from 1994–2004. After reading them, we decided to remove them because the type of technological tools described in the papers were no longer relevant (for instance, [28]). We ended up with 224 papers that we could use in this research, all published from 2005 to January 2021.

Two coauthors were involved in the first three steps. All authors were involved in the last step.

#### D. Analyze

During this step, we analyzed the papers in the selected sample. We analyzed our data in ascending order of publication date to see if specific trends emerged over time. As suggested by [14], we employed coding techniques as follows:

**Open coding:** We read papers and highlighted those parts of each paper that appeared relevant to our research questions. We then assigned one or more codes to each highlighted text fragment. One of the coauthors performed open coding for each of the papers in the dataset, and another coded 150 papers of the dataset that were published most recently. Two researchers met frequently online to discuss their interpretations of the codes and resolve any disagreements. As a result, a total of 148 individual codes were generated.
Axial coding: Each of the two coauthors independently grouped codes identified during open coding into a set of categories. Then they met online to discuss the differences and converge on a single set of categories. Instead of quantitatively measuring the agreement between the two researchers, we focused on using the differences to discuss the best way to interpret the codes [29]. As a result, the researchers arrived at a set of 19 categories.

Selective coding: All coauthors discussed labels and semantics for all of the categories and arrived at a consensus. We resolved our differences by inquiring about the reason(s) behind the category label(s) and discussing the idea(s) that surrounded the labeling of the category, while trying to reach a consensus that all coauthors agreed with. Afterward, we performed a card sorting exercise to determine the relationships between the categories. We also had several brainstorming exercises to better organize our findings. As part of those exercises, we selected main categories and subcategories. We reached saturation in this process when no new revisions emerged.

E. Present

All coauthors organized the key insights that we derived from the categories and the relationship(s) between them. We present our findings in the following sections.

IV. RESULTS: HOW TECHNOLOGY FACILITATES ABUSE

While digital technology alone cannot cause sexual assault, characteristics of its design can make harmful behaviors easier to perform. In this section, we present 10 such characteristics that emerged from our analysis of the literature: covertness, publicness, anonymity, evolution, boundlessness, reproductive, accessibility, indispensability, malleability, and opaque. While performing the analysis, we also identified, whenever possible, the capabilities of the perpetrators that these characteristics enable or at least amplify. Our findings are visually summarized in Figure 1.

It is important to note that we did not differentiate the type of perpetrator for two reasons. First, it was often conflated in the literature. Second, we are presenting our results according to technological characteristics and not by the type of abuse or perpetrator. As such, to avoid confusion and added complexity we did not make the distinction.

A. Covertness

We defined covertness as the ability to operate technology in a particular location without the knowledge of the impacted individuals. This trait allows perpetrators to subtly gather information about or monitor their targets and victims. This is mostly seen in mobile or Internet of Things (IoT) devices [30], and spyware [31], [32]. Abusers can also hack into non-IoT devices, victims’ emails, and social networking and media accounts (e.g., dating sites) to covertly use or gather information [33], [34].

Perpetrators use technological tools that enable the surveillance of another person but not vice versa. Chatterjee et al. [35] defined these types of technological tools as subordinate tracking devices. Perpetrators misuse these tools to gather information about their victims covertly [36]. For example, Westmarland et al. described Track Your Wife, a mobile app that runs in the background of the device where it is installed. The app periodically sends the time and the device’s geolocation to a server. Using this information, a perpetrator can know the device’s location (and, in other words, the location of the victim) [37]. Another example is the use of auto-answer phones with the ringer set on silent. These types of phones automatically answer calls. Perpetrators can leave auto-answer phones in victims’ cars, houses, or other locations, and call the phone to listen in on victims’ conversations without their knowledge. Using the information from these calls, perpetrators can determine the recent activities of victims and plan a suitable time and place to abuse them [38], [39].

Perpetrators can also use parental apps and track-my-pet types of apps to monitor their victims [40]. Further, perpetrators can use spyware [31], [32], [41]–[45], such as screen, audio-visual, and voice-activated recorders [46].

Perpetrators use personal and mutual tracking technologies. Chatterjee et al. defined personal tracking apps as those that are “intended for use solely by the owner of a phone” (e.g., find-my-phone types of apps) and mutual tracking are “apps that allow a group of people to track each other’s locations” (e.g., apps to track family members) [35]. For example, the location of victims who are fleeing from perpetrators to various shelters can be revealed by the GPS technology of their mobile devices [47]. Many studies report various means by which perpetrators misuse both personal and mutual tracking apps to monitor victims discreetly [32], [35], [39], [40], [43], [48]–[69]. Perpetrators can also surreptitiously use other technologies for surveillance, such as IoT devices [70]–[76], hidden cameras [36], [37], [39], [40], [42], [46], [48], [55], [67], [77]–[83], and many other types of technological tools [35], [40], [44], [54], [56]–[65], [67], [83], [84].

Tracking functionalities are available by default on some technological devices, providing more avenues for victim surveillance. Tracking functionalities are provided within a device’s operating system or by the service provider, which means users cannot uninstall these apps. Chatterjee et al. outlined that “Android natively provides tracking functionality via Find My Device, or via Google Maps’ unlimited location sharing functionality. Assuming that the abuser has access to the victim’s Google credentials, the abuser can remotely turn on the Google Maps Timeline feature and obtain periodic (even historical) information about the victim’s location” [35].

Apart from surveillance, perpetrators can subtly compromise victims’ online accounts to impersonate them or use their information. Researchers reported incidents where abusers had garnered information about their victims from their compromised accounts without their knowledge [77], [80]. Fraser et al., for instance, described the case of a police officer who wanted revenge against his ex-girlfriend and gained control of her email account. The officer used her email to impersonate her on a dating site and arranged for 70 men to meet up at her home [77].
The covertness trait creates a Big Brother effect, whereby the perpetrator always has up-to-date information about the victim and can have the upper hand over them. Because of how discreetly technology is used, victims may not know about abusers’ activities [33], [37], [77], [80], [82], [85], [86]. The omnipresence and omniscience effect makes it hard for victims to distance themselves from perpetrators, which leads to more opportunities for abuse [77], [82].

Perpetrators coerce victims to indulge in sexual acts because of the sensitive information perpetrators have about them. Perpetrators can gather a significant amount of information about victims, including sensitive surveillance videos, images, or audio recordings. To sexually abuse victims, perpetrators can blackmail victims by threatening to share sensitive information obtained from covertly monitoring them [42], [52], [67], [82], [87]–[89]. Because of the fear that the perpetrators will make good on the threat, victims keep engaging in sexual acts with the perpetrators [90].

### B. Publicness

In most cases, information kept on the Internet is public. Unlike covertness that deals with collecting nonpublic information about victims, publicness refers to publicly available information that is created when a person uses technology.

Perpetrators use social media sites to gather information about targets or victims. Much personal information is displayed on social networking and media sites. Through these platforms, perpetrators can learn about their targets’ likes, dislikes, interests, geolocation, school or workplace, and other personal information. Perpetrators can then use the information to build an online relationship with their targets and proceed to off-line meetups to sexually abuse them [32], [39], [40], [44], [67], [77], [82], [91]–[94]. Perpetrators can also learn current information about their past victims to facilitate the continuation of sexual abuse [50], [82], [93], [94].

Victims find it challenging to avoid perpetrators monitoring them using their publicly available information. Many researchers report this challenge [32], [47], [82]. Sometimes the perpetrators are still friends or connected to the victims' friends or others in their networks on social media and other online platforms. Therefore, the perpetrators can use these platforms to get current information about the victims (e.g., the victim’s location and activities) through their friends on social media. The perpetrator can use this information to locate the victim and continue the sexual abuse [52], [82]. Further, victims living in shelters have difficulties hiding their exact locations from perpetrators because of publicly available social media information. Matthews et al. explained...
the issue: “An important challenge in staying hidden was that the abuser could use other people—such as the survivor’s children, family, friends, colleagues, teachers, and so on—to find their contact or location information [online].” The paper further reported that to stop perpetrators from using victims’ publicly available information, victims had to restrict their children’s social media activities or block mutual friends the victims have with the perpetrators [32].

The default settings of websites make information publicly available. Using some online platforms can lead to the disclosure of information that people do not want made public [32], [52], [67], [69], [77]. For instance, Facebook allows people to tag other users in posts or photos by default [95]. This can help abusers determine their targets’ locations or recent activities their targets have engaged in. Users would have to manually change these settings.

Some apps facilitate the aggregation of publicly available online data. Such aggregation can be useful to perpetrators. Dimond et al. discussed an app, Google Buzz, which collated people’s online identities from various websites. The authors explained: “When Buzz launched, it disclosed all the names of Gmail contacts publicly. For one blogger, this was extremely problematic because the service automatically shared her comments on Google Reader with her abusive ex-husband, which resulted in the disclosure of the locations of her home and work” [93]. Perpetrators have exploited similar apps [42].

C. Anonymity

We defined anonymity as the ability to hide one’s true identity when using technological tools. Anonymity comes in various forms when using the Internet or cellular devices.

Perpetrators can create false identities that facilitate in-person meetings with targets [90], [94], [96]–[98]. The Internet helps people hide under many layers of anonymity. For instance, the Tor Internet web browser facilitates the protection of people’s identity online by providing a secure network for communication [99]. Perpetrators can create a false online persona that people would most likely find appealing and engage with [91], [94], [100]. Multiple papers reported incidences where the Internet facilitated anonymous grooming of targets and eventual in-person meetings [90], [101], [102]. Further, perpetrators can make multiple false identities by creating many online accounts and profiles on websites [88], [91], [101]–[103].

Perpetrators build social trust between themselves and their targets. Social media is built on the network and concept of friendships [104]. The anonymous friend feature of several social networking sites helps victims trust perpetrators. Being friends with strangers on some social media platforms can make people assume they know a stranger when, in reality, they do not [96]. Kloess et al. noted that the constant anonymous communication on the Internet helps “foster feelings of belonging and a sense of community to form relationships and build friendships” [94]. Victims reported increased friendliness or a false sense of knowing perpetrators online before they met in person [91], [96], [105]. Similarly, the idea of social trust can be seen in dating sites and apps. Perpetrators create false online personas to build trust with their targets [77], [80], [90], [106]. People can be more emotionally vulnerable on dating sites and trust an appealing stranger more easily [80], [107].

Further, perpetrators can use a combination of technological platforms. For instance, while the initial meeting could be on a social media platform, the abuser could continue the conversation using other technologies (e.g., text messages and calls) to build social trust [91], [94], [103], [105], [108]–[110].

Anonymity and a heightened sense of social trust lead to eventual in-person meetings. Perpetrators exploit the false sense of connection, relationship, and trust provided by these sites to facilitate off-line meetings and the sexual abuse of targets [80], [90], [91], [98], [103], [105]. The idea of confidence and social trust is similar to the literature on how con men gain their victims’ trust through confidence games (also known as cons) [111]–[114].

It is difficult to hold a perpetrator accountable. Complex layers of anonymity, such as the encryption of online communications, make it difficult for law enforcement to identify and apprehend perpetrators [115]–[117]. In addition, the multiple technological tools used by perpetrators each have their own layers of anonymity, adding to the difficulty of apprehending perpetrators [42], [116]. Awareness of these challenges can develop perpetrators’ confidence and, therefore, a continuation of the crime of sexual abuse [118].

D. Evolution

Technology is ever changing and ever evolving. New technologies are constantly being developed, and old technologies are being improved.

Advances in technology are being weaponized. While the evolution of technology is essential, it expands the perpetrators’ repertoire [77], [96], [98], [119], [120]. Tools are used in ways that were never intended, and perpetrators weaponize technological evolution to scale up their offenses [37], [48], [68], [87], [103], [121]. Perpetrators use various online platforms to facilitate the distribution of unauthorized sexual recordings [115], [122]. Real-time instant messaging services increase the speed of communication between targets and perpetrators [119]. Search engines, chat rooms, emails, online dating sites, and mobile phones can aid perpetrators in locating targets [79], [80], [90], [94], [97], [102], [103], [107], [119], [123], [124]. Spyware and multiple IoT technologies can be used to monitor targets and victims [30], [40], [70], [77], [91].

Perpetrators adapt as technology evolves. Many research papers illustrated various ways perpetrators have adapted when technological abuse tools are modified or taken away from their toolbox [68], [103], [121].

E. Boundlessness

Boundlessness refers to technology’s lack of geographical barriers. It is not confined to a particular location. This trait is mostly seen in Internet-based technologies.

The Internet’s boundlessness trait makes it easier for perpetrators to form ties with other perpetrators, share tips and
strategies, and strengthen their network [96], [110]. Before the Internet, such support and collaboration among perpetrators would have been impossible [80], [91], [103], [110]. This trait allows for more like-minded people to come together on online platforms with the goal of bonding, exchanging sexual fantasies, identifying tools to aid surveillance, and facilitating online and off-line sexual meetups with targets or victims [100], [103]. Perpetrators use these communities to get others interested in being part of sexual crimes. Kloess et al. explained: “In terms of offending behavior, such communities may also have changing effects on users’ views due to its support and understanding, as well as justifying and normalizing features” [94], [96].

Further, technology’s boundlessness opens up more opportunities for perpetrators to meet more targets from many physical locations [100], [125]. Technology gives “expanded access to victims for offenders” [117]. It provides the “ability by perpetrators to span large distances and involve multiple parties, to the extent that it outstrips the capabilities of many [police] agencies” [117].

Perpetrators can continue the abuse of an ex-partner and blackmail them due to boundlessness. The abuse can continue long after the relationship has ended. When in a relationship, people may share their online space. However, after their physical relationship has ended, ending their online relationship can be complex [67]. Hand et al. explained that, because of technology, “geographic and spatial boundaries no longer present a barrier for one to communicate, contact, or locate another globally” [69]. Technology is “redefining the boundaries of romantic relationships in ways that provide a fertile ground for conflict and abuse and through providing opportunities for constant contact through mobile or online communication technology” [41]. Sometimes abusers still have access to victims’ previously shared online accounts and can use the account information to blackmail the victim into engaging in sexual acts [55]. Technology, therefore, “lessens [the] personal sense of privacy boundaries” [50].

F. Reproducibility

Reproducibility is the ability to duplicate information kept on the Internet, making the information close to permanent.

Sexual content shared online is easily duplicated, resulting in revictimization. Perpetrators share sexual images, videos, or audio recordings of victims on the Internet, where it is easily reproducible and close to indelible [60], [87], [88], [90], [101], [102], [115], [126]–[137]. Many research papers document the difficulties victims face in attempting to remove content that has been reproduced on various online platforms [87], [91], [102], [137]. In situations of unauthorized duplication and distribution of sexual content, victims have described feeling as if the sexual abuse was occurring all over again [90], [100], [137]–[139].

Because of reproducibility, perpetrators can also blackmail victims. Perpetrators can coerce victims into engaging in sexual activities by threatening to share sexual content online if victims refuse or report the incident to the police [48], [88], [91], [98], [119], [140]. Afraid the perpetrator will make good on their threat and that their sensitive information will be visible online forever [80], victims continue sexual interactions with perpetrators [90], [106], [117], [128], [140]–[142].

G. Accessibility

Accessibility refers to technology being easily available to multiple individuals. As a result, perpetrators do not have to be sophisticated technology users to employ technology for sexual abuse. “The widespread uptake and everyday use of smartphones and connected devices in the home means that stalking and abuse online is no longer solely the domain of the most ‘tech-savvy’ perpetrator” [48]. The increased accessibility of technology enables easy monitoring and abuse of targets and victims [91].

H. Indispensability

The indispensability of technology makes it essential in everyday life, increasing people’s reliance on technology and enabling perpetrators to have access to victims consistently as a result.

The use of technological tools and platforms has become a necessary part of people’s lives [40]. The overall dependency on technology makes it harder for people to let go of technological tools while making it easier for perpetrators to get more targets [94], [123]. Some sexual abuse shelters request that victims do not use technology in order to prevent perpetrators from tracing them to their current location or to shelter facilities. However, victims find this request hard to adhere to [143]. People have become so dependent on technology that they find it challenging to cut themselves off from it, even if it comes at the risk of sexual abuse [91].

I. Malleability

Malleability refers to how easy digital content can be tampered with. A picture can be photoshopped; video and audio content can be altered using artificial intelligence. Perpetrators circulate modified sexual content of victims to facilitate revictimization [90].

J. Opaqueness

Opaqueness refers to a system with contents that are mysterious to the user. In our case, the system is technology.

The type and volume of user data collected by technological devices is unclear, and perpetrators use this lack of clarity to their advantage. For instance, victims in a research study complained their IoT device was collecting data about them. Still, they could not figure out or remember what data collection they had consented to. Sometimes victims had an incomplete mental model of these devices, and they either underestimated or overestimated what the device could do [70]. Because the technological device is opaque to victims, perpetrators make use of the device to continue surveillance of victims [51], [74].

Further, victims did not know details about the accounts they shared with the perpetrators, making it easy for the perpetrators to continue to access their accounts. This opaqueness
made it difficult for victims to cut ties with their abusers; in turn, the perpetrators continued to surveil and blackmail victims using their shared accounts [58].

V. RESULTS: HOW TECHNOLOGY ASSISTS VICTIMS

In this section, we present the ways in which technology assists victims. We classified the assistance into three broad categories: (a) investigating abuse, (b) reporting or preventing abuse, and (c) restricting abuse. We discuss how technology can assist victims. Importantly, we also describe the challenges (summarized in Figure 2) that hinder this assistance.

A. Investigating abuse

Digital files kept on technological tools and platforms can serve as evidence of sexual abuse to aid investigation [144]. We classified such evidence into two categories: (i) evidence that captures the act of sexual abuse, such as images, videos, and audio files; and (ii) evidence of the perpetrator’s actions that facilitate the abuse, such as monitoring or stalking the victim. Such evidence could include online posts, text messages, and records of phone calls. For simplicity’s sake, in the rest of the paper we refer to these categories as sexualabuse_evidence and preparatoryactivities_evidence. We use the term evidence to refer to both categories.

Perpetrators and witnesses can record the sexual abuse incident, which serves as sexualabuse_evidence. Technological platforms like Twitter, Facebook, or YouTube can enable people to record and post real-time events [145]–[147]. These recordings can serve as a digital record, showing that the sexual abuse occurred. It is also easy to screenshot or otherwise save such recordings. Therefore, the evidence can remain, even after it has been deleted from an online platform [50], [58], [91], [144].

Such evidence has been helpful to victims in their pursuit of justice [50], [91], [144]. Sometimes victims were unaware they had been raped. For instance, in the Steubenville sexual abuse incident [126], the perpetrators and complicit witnesses recorded the repeated sexual abuse of the victim. The recording was documented through videos, images, text messages, emails, and online posts that were uploaded on Facebook, YouTube, and Twitter [126]. However, the victim did not know that she had been raped because she had been in and out of consciousness at the time. Seeing the videos and posts online made her realize what had happened [126]. The perpetrators took down the images and videos before the police investigation started weeks later [148], but screenshots taken of the original postings helped to serve as evidence. There are also many other instances where perpetrators had made off-line video recordings of themselves committing sexual abuse crimes. The police discovered these video recordings during their investigations and used them as evidence of sexual abuse [78], [144], [149].

Victims can also record sexualabuse_evidence. They have used their mobile phones to serve as witnesses to the crime of sexual abuse. For instance, a victim who was being abused dialed the emergency number under the bedcover, hoping someone would listen in and piece together what was happening [41]. In other instances, victims have recorded incidents [91] or called family and friends while being sexually abused to make them listen in as evidence of the abuse [41], [50]. Victims have taken pictures or videos of specific injuries they had after sexual abuse happened [90]. Further, victims have saved text messages or social media posts from abusers that insinuated sexual abuse had happened [86], [91], [150]. Victims have used such evidence to get a restraining order against abusers [32] or for investigative purposes [50], [91], [150].

Online evidence also facilitates digital activism. Joyce defined digital activism as a “political campaigning practice that uses digital network infrastructure to pursue social change” [151]. Victims can use evidence for digital activism with the hopes of getting justice [58], [152], [153]. For example, digital activism was used in the Steubenville’s case “to hold those in power accountable online in ways that bypass official justice mechanisms” [148]. Sometimes victims have used social media to tell their stories, which can aid digital activism [129], [154]. Seeing victims share their stories online has been a motivating factor for other victims to share their stories as well [129], [152].

1) Challenges with using technology to investigate abuse:

Here we present the challenges that stakeholders and victims experience when using technology to investigate abuse, both during and after the gathering of evidence.

During the gathering of evidence: It is hard for stakeholders to collect evidence because of multiple sources and large volumes. Sometimes the perpetrator communicates with the victim on more than one platform. For instance, a conversation could start via instant messenger and then lead to email exchanges or conversations using other technological platforms. It is also difficult to provide preparatoryactivities_evidence of communications with the perpetrator because of the sheer volume of evidence accumulated on various technological platforms [91], [108], particularly in cases of long-term abuse [79].

It is difficult to get the consent and timely cooperation from various service providers to access evidence that the victim could need in a court of law [91], [108]. The service providers can be unresponsive or slow to release the information, and the process can take many months [79], [91], [128]. In some cases, victims waited for a long time and eventually withdrew their sexual abuse reports because they believed they were not getting justice [155]. In other cases, the service providers did not keep records of the evidence that the victims or law enforcement agencies were looking for or did not release the information because of privacy concerns [91].

Another challenge is that it is the victim’s responsibility to gather evidence, which can be a difficult task. Evidence gathering is necessary for finding justice [155]. However, victims are expected to gather evidence, which puts the responsibility and onus on them. For instance, regarding preparatoryactivities_evidence, “many jurisdictions suggest that victims keep a stalking log to document each stalking incident. By noting the date, time, location, means of contact, and witnesses” [77].
Further, in the court of law it is mostly a case of the victim’s words against the perpetrator’s. Victims, therefore, must gather as much evidence as they can to prove that the perpetrator is guilty [58]. Such gathering of evidence is often done at the risk of the victim’s life or with the risk of revictimization [58].

It is also unclear if consent is required to gather evidence that will be admissible in court. Evidence gathering is done discreetly without the perpetrator’s knowledge. For the evidence to be admissible in court, it is unclear to a victim if they require the perpetrator’s consent to gather such evidence [78]. For instance, regarding sexualabuse_evidence it is often unclear if the victim needs consent from the perpetrator to record the incident since both parties were involved in the act [58].

After the gathering of evidence: Victims can be revictimized. Some perpetrators have recorded themselves raping their victims and uploaded the content online. This digital content can serve as sexualassault_evidence and help victims get justice. However, the knowledge that such content exists, and could be duplicated and replayed multiple times, can be very traumatic for victims [96], [102], [126], [136]. Such evidence serves “as a constant reminder of the abuse and suffering, perpetuating humiliation” [80]. One such incident is the tragic case of 17-year-old Rehtaeh Parsons. Multiple perpetrators sexually abused Parsons when she was 15 years old. During the incident, a photo was taken that was then circulated on social media. Even though the picture acted as evidence of the crime, it also resulted in cyberbullying and psychological revictimization, and eventually led to Parsons committing suicide [137].

Another challenge is that preparatoryactivities_evidence can be ambiguous. Occasionally collected [86], this category of evidence can include the accumulation of activities illustrating that the perpetrator intended to abuse the victim sexually at a later time. However, such evidence can be ambiguous, difficult to collect, and difficult to determine if it proves a person’s plans to commit sexual abuse [51], [79]. It is therefore easy to discard such evidence [78]. For instance, “victims would attempt to seek support by reporting the technology-facilitated abuse to the police or discuss it with a trusted contact, only to be told that the devices may be malfunctioning or that the victim does not know how to use them correctly. [Stakeholders] also demonstrated concern over the ‘believability’ of such cases, wondering whether they themselves would find accounts of smart homes being used for abuse credible” [74]. Many victims have had to endure technology-facilitated abuse from perpetrators until it reaches a measurable extent before the justice system can intervene [77].

Stakeholders’ knowledge gaps also leave victims at risk. Some law enforcement officers and support workers lack an adequate understanding of technology or its facilitation
of abuse [48], [58], [90], [155]. Stakeholders’ knowledge gaps in this area put victims at more risk by limiting the number of victims that come to seek help [58], [90], [128]. Sometimes frontline police officers (who should be victims’ first point of contact), support workers, and judges do not understand the technology-facilitated abuse that victims are reporting or the extent of the harm that technology can cause if misused [128], [136], or they have insufficient knowledge of technology-related abuse to help victims [79]. Further, the rapid rate at which technology is evolving widens this knowledge gap [155]. Stakeholders identified the challenge of keeping up with technology development as the most difficult part of collating and using evidence [155]. Even before interacting with the new technologies, stakeholders believed new technologies were complex to use [43]. Stakeholders also admitted to not knowing the right questions to ask victims about technology-facilitated abuse because of the knowledge gap [79].

There are misconceptions about what technology can or cannot do, limiting the believability of evidence. Stakeholders have no clarity on the limitations or capabilities of a particular technological tool, meaning they can overestimate or underestimate what technology can do. For instance, some stakeholders believe all technology shown in movies or on TV is possible in real life, which may not be the case [77].

After gathering evidence, it is still hard to determine if consent was given. The determination of consent is a crucial part of the investigative process in courts [155]. While in some cases digital evidence clearly shows the absence of consent, in other cases it is hard to determine [144]. It is even harder to determine if consent was given and revoked later [91], [138].

It is also difficult to prove that a person committed sexual abuse. Because of how malleable technology can be, it is hard to determine if a person committed sexual abuse based on digital evidence. For example, “there are significant challenges for police in proving who created, shared, or threatened to share, an image: How do you prove that that particular Facebook account is operated by the defendant?” [128].

### B. Reporting and preventing abuse

Technological solutions can assist victims in two major ways: giving them a platform to (i) report and (ii) prevent sexual abuse. For the rest of the paper, we refer to technological solutions as *solutions* when the context is clear.

Many types of solutions exist for victims, support workers, and bystanders. As Cardoso et al. put it, solutions range from “jewelry that provides location information to family and friends, ... [to] underwear that shocks potential rapists” [56]. Various solutions have been developed by industry and government to help victims report and prevent sexual abuse, (e.g., helplines, educational online resources, online forums and support groups, educational campaigns, and various apps for mobile devices) [48], [50], [62], [68], [90], [100], [105], [117], [121], [125], [136], [156]–[164]. Other solutions focus on changing perpetrators’ behavior and on educating the public to be ethical bystanders [42], [87], [105], [133], [141], [165].

Academic researchers have also put forward a number of proposals [36], [68], [76], [118], [156], [158], [166]–[175].

1) **Challenges with using solutions to report and prevent abuse:** Here we present the challenges of using technological solutions to report and prevent abuse. We categorized them into design, stakeholder, victim, and economic challenges.

#### Design

Solutions are designed to have one path of reporting. Sometimes, however, victims cannot or are unwilling to take that path, but they are not given other alternatives. For instance, reporting solutions do not prevent reports of victims from being accessed by local police officers if the latter happens to be the perpetrator [43].

Some solutions lack utility and do not serve a practical need in real life [176]. For instance, stakeholders “were largely critical of panic alarm/danger alert style apps ... they did not really ‘add’ anything—that a quick text to the same effect could easily be sent or information quickly searched for online” [160].

Solutions have low inclusion and diversity. They are developed with a stereotype mentality [56], [157]. For instance, some solutions require victims to alter their behavior; they use technology in order to protect themselves [56], [165]. Mason et al. explained: “Such [technological] applications are aimed at women as needing to be responsible for violence, rather than ... initiatives that would target perpetrators of violence. ... women are problematically expected to change their behavior by tracking their whereabouts and ‘checking in’ with friends to prevent violence. [The solutions] ask women to give up personal information to third parties for their own self-protection” [39]. Putting such a burden on the victim can “ultimately reproduce unhelpful victim-blaming narratives and may have the effect of promoting fear and timidity in using technology” [42].

Solutions can have low usability. Solutions’ usability is critical, especially because victims may be at a higher level of stress, risk, and vulnerability when using them [32], [68]. Some solutions had poor usability [48], [160], and may be too technical for an average user [157], [173], [174].

There are also security and privacy concerns about solutions [178]. Rodriguez et al. proposed using telemonitoring devices for victims of intimate partner violence [168]. However, “[telemonitoring tools can improve ‘victims’] safety, but also implement recording of personal data, wearing smart devices, and allowing text and voice recognition software, and this could
be considered interference in a private life. This could lead to a rejection of the technology by the survivor” [156].

Victims can be revictimized if perpetrators discover they are using the solutions. Many papers discuss the risk of the perpetrator seeing the victim researching online resources or using other technological solutions, resulting in the perpetrator revictimizing the victim [41], [50], [67], [68], [93], [121], [125], [156], [178].

Another design challenge is solutions that do not work or are not trauma informed. Brignone and Edleson [160] surveyed several smartphone apps in the app store and discovered that some apps do not fulfill their claims. The researchers also found that the design of some apps is not trauma informed (e.g., containing information that blames victims for the abuse).

Solutions that cannot be personalized are also a challenge. Stakeholders and victims have a wide range of technical expertise [67]. Further, victims are in different abuse stages [48]. Solutions ideally should account for those differences [43], [48]. Research suggests that a single solution or a one-size-fits-all approach will not help victims [58], [179]. Personalized solutions or a combination of solutions are needed [68], [160].

Stakeholder: Stakeholders fear that, despite the precautions in place, perpetrators may still discover that the victim is using a solution, resulting in revictimization [180]. Therefore, some stakeholders refuse to recommend the solutions to their clients [48], [180]. Further, some support workers did not fully understand the technological solutions, and they “simply wanted the technology to go away” [78]. Support workers admitted they had low technological readiness and lacked the time to learn about the solutions [43].

Another stakeholder challenge is a lack of involvement in the development of solutions [116]. Solutions are developed in isolation without them [37], [45], [161]. This lack of involvement leads to the design of solutions that do not assist victims [79], [161], [178] and that stakeholders are unwilling to use [30], [51], [86], [157], [174].

Victim: Victims have accessibility concerns. In describing the limitations that victims face, Stonard et al. explain that “those least likely to use the Internet for assistance will be those who tend to be most marginalised; this includes women who are refugees, women whose first language is not English, women who are not literate, and women in poverty who have no access to the Internet or do not have the requisite skills for using the Internet” [67]. Solutions are not accessible to victims with literacy and language barriers [67], [118], [167], [169], [174]. Further, most trafficked victims do not have smartphones to download the apps or use the solutions [43], [125].

Victims also can need in-person support. While using technological solutions, some victims need a support worker to be present either on the phone or in person to help them [169], [181]. Research also suggests that, regardless of the solutions, they could never replace face-to-face interactions [43].

Economic: Solutions are poorly marketed, so victims and stakeholders do not know about them or where to find them. For instance, the research of Westmarland et al. suggests that stakeholders “had not worked with any woman that said they had used a domestic or sexual violence app” [37]. Stakeholders interviewed in another study had never heard of the apps designed for preventing or reporting sexual violence [160]. Further, victims that need to use the solutions do not know they exist [48], [68]. In a study by Bouché et al. [121], over 70% of the victims said they never saw any hotline number they could use to dial for help. Also, the majority of the victims admitted that while they wanted help escaping from their abusers, they did not know where to get it or how to seek it out [121]. Victims had contacted support centers for help, but those centers lacked the needed information or recommendations [54]. In addition, while surveying sexual abuse apps in the app store, Brignone and Edleson [160] discovered that most of the apps lack visibility even in the app store. Cardoso et al. also noted that in situations where solutions are marketed, there is little or no evidence of what the solutions claim to do, which can discourage victims from using the solutions [56].

Unclear usability testing or risk assessment is another economic challenge with using solutions to report and prevent abuse. It is unclear which of the proposed and developed solutions are evaluated to avoid low usability or risk to victims [37], [160]. Developers also do not explain to victims the safety risks associated with using the solutions, creating a false sense of security [37], [174]. Such knowledge would help victims to gauge their environment and safety and decide if the solution would be appropriate.

The solutions are also improperly maintained and/or outdated [83], [160]. Maintenance of the solutions is critical to ensure that the solutions have up-to-date information and security where needed [160]. However, the developer may not have the time and resources for maintenance [43], [83].

Some solutions charge fees, which can seem exploitative. As explained by Mason et al., “companies are primarily concerned with developing tools that consumers will purchase rather than with women’s safety” [39]. A pay-as-you-use business model is challenging in the domain of sexual abuse prevention and reporting, as victims are not willing to pay for such solutions and view those solutions as “exploitative” [56], [125], [157].

C. Restricting abuse

Service providers have put in place some technological measures to restrict abuse. For instance, some social media sites have methods to flag pornographic content on their sites [100]. Some organizations have customized their technology (e.g., Google Maps hides undisclosed victim shelters [39]).

Governments have also implemented measures to restrict abuse. For example, some countries in Asia have implemented Internet filtering to limit social networking and websites that carry pornographic material. This limitation is to reduce the possibility of sexual abuse grooming and psychological revictimization [100], [123]. Some laws also require that social media sites close the accounts of any found sexual perpetrator [100] and attempt to find the perpetrator’s location [50].
Further, countries have laws that help to limit the use of surveillance devices against victims [138]. Governments have also legalized the use of drones by government officials to monitor sexual abuse activities of sex trafficking perpetrators [78].

1) Challenges with restricting abuse: Here we present the challenges of using technological solutions to restrict abuse. We categorized them into regulatory concerns and legislative limits.

Regulatory concerns: Finding a balance between monitoring sex traffickers and protecting people’s privacy is difficult. Governments in some cities use drones to monitor sex traffickers’ activities, but the use of drones invades people’s privacy [78].

Legislative limits: Most laws on sexual abuse are not uniform across jurisdictions, making it challenging to apprehend perpetrators [138]. Perpetrators could meet a target and commit sexual abuse in one state while living in another where some of these laws do not apply [62], [90], [128], [138].

VI. DISCUSSION

A. Limitations

Our SoK centered mainly on research work in developed countries, which may have influenced our categorization of technology’s attributes. However, most of the research papers we found in the field of technology-facilitated sexual abuse centered on developed countries. Further, we do not specifically focus on the link between technology and child sexual abuse.

As with any qualitative research, our findings may have been affected by systematic biases [182]. To reduce researcher bias, multiple researchers were involved in analyzing the data and converged on their interpretations [26], [27]. Furthermore, we used only Google Scholar to search for papers, which might have introduced additional system bias. At the same time, Google Scholar’s inclusive and unsupervised approach appears to provide the most broad coverage of papers [24]–[27].

Despite the above limitations, we believe our study provides a helpful background for future research on using technology to assist victims and reduce sexual abuse.

B. General discussion

The goal of our paper was to identify the gaps in technological assistance for victims of sexual abuse. Our findings point to the characteristics of technology that facilitate abuse (Figure 1) and also to gaps in investigating abuse using digital evidence, reporting and preventing abuse using technological solutions, and restricting abuse through the measures imposed by governments and service providers (Figure 2). We believe this knowledge can help various stakeholders (including researchers) become more aware of the gaps that need addressing.

Our paper also discusses how technology’s characteristics accentuate the challenges of providing assistance to victims of abuse. We also discuss challenges separate from technology’s characteristics (e.g., the inability to determine consent from given evidence), challenges we anticipate might be easier to solve in the short term. The rest of the challenges do not appear insurmountable or as hurdles to be avoided; instead, they appear as pain points that the industry and academia can work on addressing. We view the identified gaps as a call for action in assisting victims, as well as restricting perpetrators and holding them accountable.

Here we discuss possible solutions and research directions for addressing these challenges (summarized in Table I). It should be noted that proper evaluation of the discussed solutions is subject to future research.

C. Investigating abuse (evidence)

The search for digital evidence is often the first step in investigating sexual abuse [155]. However, many challenges exist in collating and using digital evidence in the court of law (§V-A1). We suggest possible solutions and research directions for addressing the challenges of investigating abuse and using its evidence.

1) Evolution and opaqueness: Stakeholders and victims need to understand technologies enough to avoid dangerous errors (see §V-A1 and [183]). This is where the research community could help with developing strategies to make technology less opaque. Such improvements could help bridge the knowledge gap, reduce misconceptions, increase trust in the technology, and facilitate the collection of less ambiguous evidence. Betzing et al. [184], for instance, discovered that increasing transparency helped improve comprehension of data practices and policies among the users of mobile devices. Transparency could be achieved by making the devices more intuitive to use [185].

Improving mental models could help victims and stakeholders better understand how they can collate and use evidence. Even before interacting with new technologies, stakeholders implicitly have the notion that new technologies are difficult to use and come with added complexities (§V-A1). However, this perception is not always true. One of the main goals of the usable privacy and security community is to improve users’ mental models related to security and privacy aspects of technology [186]. For instance, a research group at Carnegie Mellon University has proposed labels to improve consumers’ mental models of IoT devices’ security and privacy characteristics [187]. Similarly, the research community could investigate improvements to the mental models of stakeholders to help them make informed decisions about digital evidence.

2) Malleability: Research in computer forensics could help prove the validity of evidence. Technology is malleable, and it is difficult to prove that a piece of digital evidence has not been tampered with (§V-A1). The possibility of tampered evidence complicates the use of digital evidence in court proceedings ([155], [188]).

More research could also be done to improve effectiveness and efficiency when determining the validity of evidence (§V-A1). The advances will be important in collecting and preserving evidence that is tamperproof and admissible in court, while also advancing the justice process more quickly.
TABLE I: Possible solutions and research directions

<table>
<thead>
<tr>
<th>Category of assistance to victims</th>
<th>Challenges</th>
<th>Possible solutions and research directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigating abuse</td>
<td>Evolution, opaqueness</td>
<td>a. Make solutions intuitive to use.</td>
</tr>
<tr>
<td></td>
<td>Multifiability</td>
<td>b. Develop features that help improve stakeholders’ mental models.</td>
</tr>
<tr>
<td></td>
<td>Reproducibility</td>
<td>Improve processes and timelines for validating the authenticity of the evidence.</td>
</tr>
<tr>
<td></td>
<td>Consent issues</td>
<td>Develop features to notify people of content about them being screenshotted or redistributed.</td>
</tr>
<tr>
<td>Reporting and preventing abuse</td>
<td>Covetousness, anonymity, publicness, indispensability</td>
<td>a. Develop perpetrator-focused technological solutions that help the perpetrator take responsibility for their actions.</td>
</tr>
<tr>
<td></td>
<td>Lack of alternative reporting paths</td>
<td>b. Service providers could ensure that solutions have high security and privacy for victims.</td>
</tr>
<tr>
<td></td>
<td>Lack of usability, personalization, risk assessment, evaluation, and maintenance</td>
<td>a. Implement anonymous whistleblowing and digital activism.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b. Explore alternative reporting paths via the research community.</td>
</tr>
<tr>
<td>Restricting abuse</td>
<td>Different legislative laws across jurisdictions</td>
<td>a. Develop perpetrator-focused technological solutions that help the perpetrator take responsibility for their actions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b. Service providers could ensure that solutions have high security and privacy for victims.</td>
</tr>
</tbody>
</table>

for victims [189]. At the same time, such research could help an accused demonstrate that sexual abuse, in fact, did not happen either because there was consent or because there was no action by the accused that can be interpreted as sexual abuse.

3) Reproducibility: Many characteristics worsen the impact of revictimization for victims. As seen in §V-A1, the duplication and redistribution of the victim’s sexual content without consent violates the victim’s privacy. Because reproducibility is an inherent characteristic of technology, it may be difficult to address this challenge in the short term. Duplicated sexual content could constitute pornography, and various ongoing research is focused on reducing the speed of redistribution of pornographic content [190]. To improve victims’ privacy and help them have more control over their online sexual content, future research, for instance, could look into methods of notifying people about redistributed digital content that includes them.

4) Issues of consent: In gathering evidence, victims lack clarity on whether consent is needed to record the other party sexually abusing them. Victims put their safety and lives at risk without knowing if the recordings obtained without consent will be accepted in court (§V-A1). We suggest the government clarifies the state’s position on this [191]. For instance, educational campaigns have been developed that explain what constitutes consent in carrying out sexual activities [192]. Such campaigns could also clarify exceptions to obtaining consent prior to victims recording their sexual abuse incident.

In investigating gathered evidence, it is also difficult to determine if consent was given to engage in sexual activity. It is even harder to determine if consent was initially given and later revoked (§V-A1). While there are technological solutions proposed to capture both parties’ consent before the start of a sexual activity [193], they fail to capture revoked consent [194]. Even though future research in technology can look into capturing consent for the whole duration of sexual activity, this may be a challenge beyond the scope of technology. Other approaches may need to be explored in combination with technology.

D. Reporting and preventing abuse (technological solutions)

We discuss how the characteristics of technology facilitate the challenges of using technological solutions. We also discuss other challenges that are not linked to technological characteristics and possible solutions to these challenges.

1) Multiple technological characteristics: Stakeholders put the burden on the victim to stay safe by altering their use of technology. This action supports victim blaming (see §V-B1). Also, asking the victim to alter their use of technologies is almost impossible due to its indispensability [39]. The concept of digital minimalism [195], for instance, illustrates how difficult it is for people to do away with technology. The research community could investigate ways of avoiding surveillance without victims minimizing their use of technology.

Further, some characteristics of technology contribute to security and privacy concerns around using solutions (see Section IV). Because of the sensitive information that such solutions would hold, solution providers should consider those that provide high security and privacy for victims. Further, solution providers should effectively communicate to victims about their solutions’ security and privacy to reduce information asymmetry.

2) Anonymity: Rather than visit a police station in person, technological reporting solutions could help people report sexual abuse incidents from the privacy of their homes [196]. Some stakeholders, however, fear an increase in false reporting due to the anonymity that technological solutions provide (§V-B1). While this is a valid concern, compared to the staggering findings that 95% of victims do not report being sexually abused [197], addressing the assumption of false reporting may currently be the wrong problem to address.

3) Alternative reporting paths: Most solutions provide victims with one path to reporting with no alternatives, which is rigid and problematic (e.g., when someone in a high ranking position, such as a law enforcement agent or a support worker, is the perpetrator). The information security principle Defence in Depth calls for avoiding a single point of failure [183]. Solutions should be designed to have other paths for reporting should one “fail.”

The research community could explore other pathways by which victims can pursue justice. Digital activism, for example, could be helpful in this regard; however, it has been known to lead to revictimization [153]. Anonymous whistleblowing could also help victims bypass an organization’s formal reporting structure and notify the authorities or upper management. Liu [157] described a whistleblowing solution implemented in the form of a Google spreadsheet that listed people who have abused others in the media industry. This spreadsheet was circulated among individuals in the industry to inform
others and add more names to the list. The solution, however, faced three main problems: (i) it was not anonymous since people could determine the originator of the list; (ii) people were afraid of false reporting, which could immediately tarnish the images of others; and (iii) such an approach did not help the victims in their pursuit of justice. These are three main challenges in using whistleblowing alternatives to reporting that future research could address.

4) More effective technological solutions: Solutions have low usability and lack personalization, risk assessment, evaluation, and maintenance. Victims also do not know where to find solutions or that certain solutions exist (§V-B1). We discovered two major reasons for the above issues: the lack of appropriate revenue models and the failure to involve stakeholders in solution development.

The revenue model for developing solutions for victims needs to be rethought. Our results suggest victims found apps that charged fees exploitative and were unwilling to pay for them (§V-B1). It seems improper to charge someone in distress to use technological solutions. However, the information market is characterized by huge upfront investments in technology design, though the marginal costs of scaling are almost negligible [198], [198]. Typically, companies recover this money through a number of revenue models such as subscription services, advertising, freemium models, etc [199]. However, these revenue models do not seem to work for solutions assisting the targets of sexual abuse (§V-B1). For example, a subscription service would seem inappropriate, asking people to pay subscription fees pending a time they get abused and can then use the solution to get justice. Currently, the most optimal way to get resources to develop solutions is to apply for funding from the government or other organizations [200]. However, the usage of this funding may be restricted to certain conditions that guide the organization [200]. For more effective technological solutions to be developed and maintained, research is needed for a revenue model where the developer makes money to sustain and maintain the product while the victims do not feel exploited.

Further, all stakeholders need to be in unison and be involved in developing solutions. Our results show that the development of solutions in isolation is problematic (§V-B1). Stakeholders need to be on board for the technological solutions to be trauma informed, effective, and not result in more harm than good for victims [43].

E. Restricting abuse (government and service providers)

1) Uniform legislative laws: Laws vary across jurisdictions, making it hard to hold perpetrators accountable. The boundlessness of technology makes it possible for perpetrators to meet people in various jurisdictions, commit sex crimes, and return to their jurisdictions (§V-C1). For instance, one of the most notorious serial rapists and murderers in Canada, Paul Bernardo, was based in St. Catharines, ON, but was abusing victims in Hamilton, ON. Contradictions in jurisdiction laws in both cities made it harder to apprehend him [201]. Though Bernardo’s situation was not technology facilitated, technology opens up many more avenues for such abuse and presents difficulties with arresting perpetrators. Researchers call for more cohesive legislative laws, at least within countries [62], [138]. Governments could consider such changes to facilitate support for victims.

2) Increased service provider involvement: To shift the responsibility of staying safe away from victims, service providers need to get more involved and make technology safer for victims to use (§V-C1). Some principles of designing secure systems could be used as guidelines to help service providers build better technologies that could reduce abuse for victims. For instance, the Principle of Fail-Safe Defaults states systems should be designed to be “fail-safe, meaning that they fail ‘closed’ (denying access) rather than ‘open’ ” [183]. This principle implies the default setting for any secured product should be the safe option. For example, social media service providers could consider making the default setting the more private, restrictive option, whereby people cannot tag others or post on other people’s social media walls or pages unless the subject enables the setting. This setup could help reduce the amount of public information a perpetrator can find about a victim.

Furthermore, in designing technologies service providers could consider ways in which those technologies can be misused by perpetrators and try to minimize that misuse. Both Kadri and Usitalo propose this approach to designing everyday technologies and termed the approach empathy by design [202] or safety by design [174]. While such technological design may be unable to avoid every abuse use case, it could go a long way in providing safer technological solutions than currently exist.

VII. Conclusion

Our research offers the first SoK on technology’s dual nature in sexual abuse. We identify characteristics of technology that facilitate abuse and report the challenges in providing support for victims. Our findings suggest the governments, stakeholders, technological service providers, and the research community have a role in reducing abuse and supporting victims of sexual abuse. Without active intervention, developed solutions could result in more harm than help for victims. As society’s reliance on technology increases, the need to address the challenges of identifying, preventing, restricting, and reporting abuse grows.
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The tables in this appendix show various sub-themes that emerged during our coding process. We grouped and renamed similar subthemes. The grouped themes are presented in Sections IV & V.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subthemes</th>
<th>Definitions</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. How technology facilitates sexual abuse</strong></td>
<td>The anonymity of technology</td>
<td>Perpetrators hide under the cover of anonymity and use technology for purposes other than intended</td>
<td>“Recent technological advances also enable offenders to disguise their identities and prevent the source of their communications from being discovered by law enforcement. The use of cryptography, stenography and anonymising protocols make the task of tracking communications difficult for police and regulators alike” [123].</td>
</tr>
<tr>
<td></td>
<td>The malleability of technology</td>
<td>The use of technology to suit whatever perpetrators want it to be</td>
<td>“Technologies developed to detect surveillance ... may have the potential to be abused by those attempting to evade surveillance by law enforcement, much in the same way that many existing privacy and security technologies can be abused by criminals to hinder investigations” [203].</td>
</tr>
<tr>
<td></td>
<td>Lack of well-defined boundaries</td>
<td>No physical limit to the perpetrator’s reach</td>
<td>“Participants felt that the fluidity between online and off-line social spheres was a core feature of young people’s lives. Specifically, participants identified: the centrality of online sociality to young people’s interactions; — the blurring between online and off-line domains” [91].</td>
</tr>
<tr>
<td></td>
<td>Networking</td>
<td>Perpetrators using technology to network with other perpetrators and form stronger bonds</td>
<td>“The Internet may make it easier for CSEC (Cybersecurity) offenders to make connections with other offenders, for example, networking among pimps” [115].</td>
</tr>
<tr>
<td></td>
<td>Monitoring victims</td>
<td>The use of technology to monitor the activities of victims</td>
<td>“Computer monitoring software can track and record every keystroke a person makes on a computer. Location tracking devices, such as GPS, can track victims’ daily movements and their real-time location. Hidden cameras and audio bugs have become much smaller and more affordable so it is easier ... to install surveillance devices inside a victim’s home, car, or workplace” [77].</td>
</tr>
<tr>
<td></td>
<td>The friends nature of technology</td>
<td>The use of technology to facilitate friendship between the perpetrator and the potential victim</td>
<td>“After a potential victim has been identified, the offender will attempt to initiate a conversation or relationship through email, chat, Instant Messaging (IM) or friend requests on social networking sites. The friendship and relationship forming stages are similar to those of the development of other online friendships, and involve the offender approaching and befriending the young person, and encouraging them to discuss their life in order to initiate friendship” [105].</td>
</tr>
<tr>
<td></td>
<td>The opaqueness of technology</td>
<td>Technology is not transparent</td>
<td>“The blackbox nature of technology was seen as a problematic factor. Participants were concerned with their own lack of knowledge regarding the data that their own devices collect and with whom this data may be shared” [51].</td>
</tr>
<tr>
<td></td>
<td>Forgery of identity</td>
<td>Perpetrators changing their identity using technology</td>
<td>“This case identifies an additional method of facilitation afforded by new technologies, namely the ability of the perpetrator to create a false representation of themselves to deceive potential victims. The advantage for offenders of this behavior is that initial and continued engagement is more likely in circumstances where the perpetrator is able to misrepresent themselves as a desirable entity” [91].</td>
</tr>
<tr>
<td></td>
<td>The ever-changing nature of technology</td>
<td>Perpetrators using the evolving nature of technology against victims</td>
<td>“Offenders can use technology to adapt their offending behavior. Consequentially, the constant and continual evolution in technology has ramifications with regard to the facilitation of child sexual abuse and the impact that they have on the prevention of child sexual abuse” [103].</td>
</tr>
</tbody>
</table>
### Distribution of unauthorised materials
The use of technology for the distribution of unauthorized sexual images where sexual abuse has occurred

“In particular, rather than viewing the use of emerging ICTs (Information and Communications Technology) as representing an extension on video voyeurism or indeed as a driver of sexual violence, it is argued that this issue must be considered in light of a continuum of sexual violence. This is not to undermine the importance of securing justice and support for victims regarding the original sexual abuse, but rather emphasises the continued abuse on the victim where an image is recorded and distributed” [138].

### Publicly available information through technology
The use of technology to view and gather publicly available information that is used against victims

“In addition to using technology to monitor and track victims ... using the Internet to gather information about their victims, post damaging information about victims, and even impersonate victims” [77].

### The reproducibility or irreversibility of technology
The reproducibility of technology aiding sexual abuse

“Two of the affordances that social media platforms such as Twitter offer are (a) the ability to share content in live time and (b) the ability to screenshot and capture content that then remains as a digital image, even after the original content is deleted” [148].

### Initiating meetings between the perpetrator and the victim
The use of technology to initiate a meeting between the victim and the perpetrator

“The use of social networking sites to invite women to meet in the physical domain—police have described how sites may be flooded with invitations from an individual, increasing their chances of a meeting, then the woman is sexually abused, and multiple perpetrators may be involved” [91].

### Accessibility and indispensability of technology
Technology is easily accessible and indispensable making it easy to misuse

“How technology is used in intimate terrorism. Social Media is now a ubiquitous technology that connects people virtually” [50].

### Misuse of legitimate tools
Technology allows legitimate tools to be used in illegitimate ways

“Our data also revealed how abusers often leverage what we term dual-use applications to spy on victims. Unlike software that is clearly designed and marketed to be spyware, dual-use applications are designed for legitimate purposes, such as anti-theft tracking apps, ‘Find My Friends’ emergency response apps, parental control apps, and others” [55].

---

**TABLE A.1:** Definitions and examples of sub-themes in our codebook on the theme of how technology facilitates sexual abuse.
<table>
<thead>
<tr>
<th>Theme</th>
<th>Subthemes</th>
<th>Definitions</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. How technology assists victims</td>
<td>Technological solutions</td>
<td>The use of technological solutions to prevent and/or report sexual abuse</td>
<td>“The ‘SafeBand’ system is comprised of a wearable band to be used by the victim, and two mobile applications to be used by the victim and by the police. Women can wear the device as a wristband or locket which will comprise of a button and a light. When the user (victim) presses the button, it identifies the location of the user through Global Positioning System (GPS) and sends a message incorporating the location to the nearest police station and previously saved contacts (number of relatives)” [173].</td>
</tr>
<tr>
<td>Challenges with technological solutions</td>
<td>Difficulty in finding solutions</td>
<td>Victims find it difficult to locate the technological solutions</td>
<td>“Many apps studied were difficult to find in the App Store. This limits their visibility and utility to prospective users” [160].</td>
</tr>
<tr>
<td></td>
<td>Lack of complex technical knowledge</td>
<td>Victims need complex technical skill to use technology measures</td>
<td>“One of the major challenges that survivors face is that it requires more effort and more technical knowledge for them to erase their electronic footprints, than it does for their abuser to follow them. Therefore redressing the balance in favour of the survivor will require a range of measures including redesigned websites, history cleaning technologies and training” [68].</td>
</tr>
<tr>
<td></td>
<td>One reporting path</td>
<td>Solutions provide one path of reporting (e.g., when reporting in a university and the offender is a professor)</td>
<td>“There is a need to protect victims from abusers who may have access to victim information because of their jobs. As one participant said, ‘Sometimes the abuser is a policeman’ ” [43].</td>
</tr>
<tr>
<td></td>
<td>Revictimization</td>
<td>Using technology solutions can lead to revictimization</td>
<td>“Despite the potential for a website or app ... to improve access to help and support, the young women emphasized the importance of the technology being safe ... for users. Concerns were raised by some participants over the possibility of a perpetrator or another party viewing a woman’s browser history or recently used apps” [178].</td>
</tr>
<tr>
<td></td>
<td>Accessibility issues</td>
<td>Solutions are not accessible</td>
<td>“Accessibility for clients and service providers with disabilities was a concern, especially with already limited financial resources that typically are available to these agencies” [43].</td>
</tr>
<tr>
<td></td>
<td>Facilitating further abuse from perpetrators</td>
<td>The use of technology could facilitate further abuse</td>
<td>“The research shows that survivors have ... barriers to successfully accessing the support services that they require ... the fear of provoking further abuse if their abuser discovers that they have been seeking help” [68].</td>
</tr>
<tr>
<td></td>
<td>Lack of diversity</td>
<td>Solutions have a narrow scope or focus</td>
<td>“Many apps were limited in their scope, providing intervention materials to only a narrow group of users (usually female individuals victimized by male perpetrators)” [160].</td>
</tr>
<tr>
<td></td>
<td>Charging fees could be exploitative</td>
<td>Victims could feel exploited if charged to use solutions</td>
<td>“... the app was previously packaged with other apps that included We-Consent and charged fees [which] could seem exploitative” [157].</td>
</tr>
<tr>
<td></td>
<td>Lack of utility</td>
<td>Solutions lack utility</td>
<td>“‘It just generally seemed like you could do the same things without the app, because iPhones nowadays are so intricate, you could click details on your messages and press ‘send location’ and type a short message. I feel like that wouldn’t take nearly as long as opening the app, clicking the button, sending the messages. ... I think personally for me, it would just be easier to call or text them. It wasn’t any easier to do that [using the app]’” [176].</td>
</tr>
<tr>
<td></td>
<td>Mental state</td>
<td>Victims may not be in the right state psychologically</td>
<td>“Considering user’s psychological profile: user’s mental state could affect the effectiveness of the solution. While under duress and constant fear, it is inevitable that survivors might panic and struggle to use features that would normally be straightforward to use, or to miss certain precautionary routines” [118].</td>
</tr>
<tr>
<td></td>
<td>The dynamism of relationships</td>
<td>Technological design does not account for the changes in relationships</td>
<td>“Social networking sites do not account for the dynamism of relationships, and assume that a “friend” on these sites stays that way” [93].</td>
</tr>
</tbody>
</table>
Victim blaming  | The design of some solutions encourages victim blaming | “Bystanders are encouraged ... to step up and prevent violent circumstances, but like many anti-violence initiatives, women are targeted in prevention efforts. Problematically, such applications are aimed at women as needing to be responsible for violence, rather than, for example, education initiatives that would target perpetrators of violence. That is, women are problematically expected to change their behavior by tracking their whereabouts and "checking in" with friends to prevent violence” [39].

Security and privacy concerns  | There are security and privacy concerns with using some solutions | “Security breaches are a third area of significant threat, especially in light of the acutely sensitive nature of intimate data” [204].

Lack of safety evaluation  | The solutions are not evaluated for victims' safety | “It is recommended that some form of evaluation be built into these apps (beyond simply the number of downloads). It is also recommended that app developers give more consideration to the claims they make in their marketing and to give greater consideration to the ways their apps could be used in harmful ways” [37].

Stereotype mentality  | Solutions are designed with certain stereotypes in mind | “If [I'm] really in a (sexual abuse) emergency ... I feel like personally that would only happen if I were that drunk, and if I were that drunk, I don’t know if I’d be able to use [the app]” [176].

Lack of human support for victims  | Solutions do not provide human support | “A particular challenge for an online intervention—if it is designed to be used without human interaction ... the young women felt that a web or smartphone app could not completely replace the “human touch” of real life support” [178].

Stakeholder involvement  | Stakeholders should be involved in the development of solutions | “Moreover, technologists interested in creating interventions that aid survivors ... must recognize that the technology cannot be developed in isolation. Instead, technical advances will need to be accompanied by parallel advances in legal and social support systems. For example, developing new techniques to collect legally valid digital evidence will require the legal system to evolve so as to recognize the new techniques” [79].

Lack of usable solutions  | Solutions are not usable for victims | “… survivors’ stories demonstrated that the usability of privacy and security features is important, emphasizing findings from prior work focused on the general population ... in a higher risk context. For example, during the physical control and escape phases survivors benefited from access to technology to maintain communication with their support network, but they also wanted to hide those communications from an abuser who had physical access to them and their devices. But survivors faced high levels of stress and risk, which may have made it harder than usual for them to pay attention to user interface details. We observed that participants made mistakes when deleting or clearing information. Designers should therefore consider both the general usability of privacy and security features, and their use during high-stress, high-risk situations” [32].

Technology maintenance  | Technology is not maintained or updated | “Apps that are developed at a low level of sophistication — or apps that are developed at a high level of sophistication but are not well maintained — experience a lack of regular updates and poor data storage. Most ... apps are not regularly updated. Apps included in this review often contain links to outside sources (such as hotlines or advocacy resources) and apps that are not updated have a higher susceptibility to broken links and outdated information” [160].

Lack of personalization of solutions  | The solutions are designed as one-size-fits-all | “Diverse user needs and experiences of abuse. People’s experiences of abuse and their journeys through that experience are complex. It is important to recognise that abuse can take place in any relationship, regardless of gender or sexuality. It can also take many forms, including coercive control, and psychological, physical, sexual, financial, and emotional abuse” [68].

TABLE A.2: Definitions and examples of sub-themes in our codebook on the theme of how technology assists victims.
3. How technology assists victims

### Challenges with evidence

| Evidence gathering | The use of technology to gather evidence about a sexual abuse incident | “Evidence gathering via SNSs (social networking sites) ... the police using such sites to gather evidence for an investigation (such as collecting information about a victim or offender from their SNSs)” [101]. |
| Various technological sources | The gathering of evidence through multiple technological sources | “... what you may find is that they do it on Facebook, but they'll also be doing it on email, and will also be doing it on SMS. And so do you pursue all those different forums? Do you pursue enquiries with the telecommunication providers to determine when and where the emails were sent?” [87]. |
| Large amount of evidence | Difficulties with collating large amounts of evidence | “The sheer abundance of data generated by communication technologies ... poses investigators for a 'needle-in-a-haystack problem.' As the pool of publicly available information is nothing short of overwhelming, police work in this area is progressively becoming a big data research problem” [61]. |
| Ambiguous evidence | The gathered evidence is ambiguous | “Evidence collected through ‘ambiguous’ technological forms ... can be excluded before national Courts” [78]. |
| Revictimization in collecting evidence | The responsibility of evidence gathering falls on the victim | “‘My concern ... is the idea that women have private and unrestrained access to their mobile phones ... having an app on your phone is the same as having the local women’s aid card in your phone - you’re asking a woman to make a risk assessment about whether it is safe to do so’” [37]. |
| Victim’s responsibility to gather evidence | Unclear if consent is needed to gather evidence | “Victims feel that the responsibility of gathering evidence of the abuse is theirs, in order to avoid situations in which it is the victim’s version of events versus the perpetrator’s” [58]. |
| Lack of clarity on if consent is needed | Stakeholders are not familiar with technology use cases | “... forum members are placing themselves at risk in order to gather evidence without knowing whether the recordings are admissible as evidence ... ‘I’m wondering if without his consent it would be inadmissible in court as evidence’” [58]. |
| Stakeholder knowledge gaps | Stakeholders are not familiar with technology use cases | “Even in cases where police were successful in arresting and charging the perpetrator, police ... understanding of the techno-social aspects of the case impacted their decision to investigate and their advice to clients” [90]. |
| Unclear if consent was given | Unclear if consent is needed to gather evidence | “Evidence collected ... without compliance with the conditions provided by law can be excluded before national Courts” [78]. |

**TABLE A.3:** Definitions and examples of sub-themes in our codebook on the theme of the use of technological evidence in investigating abuse.
4. How technology assists victims and its challenges

**Government and technological service providers**

<table>
<thead>
<tr>
<th>Surveillance systems</th>
<th>The use of surveillance systems by the government to track victims and perpetrators</th>
<th>&quot;Growing use of new technologies, including drones in the fight against human trafficking, is the EUROSUR (European Border Surveillance system) Regulation&quot; [78].</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hiding shelters in Google Maps</td>
<td>Hiding victim shelters in Google Maps</td>
<td>&quot;Recognizing the impact of technologies on violent practices, NNEDV (National Network to End Domestic Violence) (2010) has advocated for increased safety measures with large technology corporations. Partnering with NNEDV, Google has begun to create user privacy and notification options for location-based services and worked closely with Google when the company launched ‘Street View’ to ensure that no undisclosed shelter appeared in Google Maps or Google Street View” [39].</td>
</tr>
<tr>
<td>Legislative laws</td>
<td>Different laws exist in various jurisdictions</td>
<td>“Some cases demonstrated the challenges law enforcement face when the perpetrator or the content is outside local jurisdictions. For example, in one case a client’s ex-partner was in Malaysia and threatened to disseminate her intimate images on social media. Police responded that they were unable to proceed as he was outside of the country. Similarly, in another case where the perpetrator hacked a client’s Dropbox and posted her images onto local forums, police knew he was a ‘serial uploader’ yet they were unable to proceed as the sites were hosted in the US and therefore outside of SPF (Special Police Force) jurisdiction. ... These cases illustrate the long-observed challenges that law enforcement face when investigating technologically facilitated crimes. Often the perpetrator is outside their jurisdiction” [90].</td>
</tr>
<tr>
<td>Privacy concerns with surveillance</td>
<td>Surveillance could raise privacy concerns for victims</td>
<td>“While tracking technology can certainly offer new opportunities to intervene ... it must be pointed out that being a form of surveillance it can be highly invasive on a person’s privacy” [78].</td>
</tr>
</tbody>
</table>

**TABLE A.4:** Definitions and examples of sub-themes in our codebook on the theme of how government and service providers restrict abuse.