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Abstract

This dissertation reports on the security and privacy challenges of using technology

in personal, professional, and involuntary relationships.

We investigated these challenges by conducting semi-structured interviews and

focus groups with participants. To study challenges in personal relationships, we

recruited 25 participants who stopped sharing at least one online account in the 12

months preceding the study. We recruited 24 participants working from home in

the three weeks preceding the study for challenges related to professional relation-

ships and technology use. To investigate involuntary relationships, we recruited

35 sexual assault survivors, support workers, or both. We analyzed our findings

using thematic analysis and grounded theory. Further, to understand technology’s

various characteristics that facilitate abuse and lead to security and privacy con-

cerns, we conducted a literature review of 224 research papers using involuntary

relationships as a case study.

We identified various security, and privacy challenges in using technology in

relationships. For instance, in ending the sharing of online accounts, participants

reported that angry ex-partners impersonated them and hijacked their accounts.

Further, in telecommuting, participants sacrificed their privacy and security to

maintain their jobs and professional relationships. Our literature review results

also show that technology’s inherent characteristics facilitate abuse: covertness,

anonymity, evolution, boundlessness, publicness, reproducibility, accessibility, in-

dispensability, malleability, and opaqueness. We find these characteristics facilitate

and amplify the identified security and privacy challenges of using technology in

relationships.

We discuss the insights from our findings, namely that power imbalance is a
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prominent problem in technological use in relationships. We also provide a design

rubric that developers can use when developing technologies to predict users’ secu-

rity and privacy challenges and recommendations on how some challenges can be

addressed. We are optimistic that the insights derived from our thesis could lead to

the design of technological solutions that could address users’ security and privacy

challenges when using technology in various types of relationships.
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Lay Summary

We conducted qualitative research on the security and privacy challenges of the

use of technology in personal, professional and involuntary relationships. There

has been an increase in the reliance on technology to build and support relation-

ships, and with the COVID-19 pandemic, technology reliance is only expected to

increase. To understand users’ challenges and why they face these challenges, we

employed a qualitative approach. We conducted semi-structured interviews and

focus groups and uncovered various pain points from users. We also conducted a

literature review of previous research papers to identify technology characteristics

that facilitate abuse and enhance the identified security and privacy challenges. We

provided a design rubric that developers could use to predict security and privacy

challenges in new and existing technological solutions. We discussed how some of

the identified challenges could be addressed to protect users’ security and privacy.
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Chapter 1

Introduction

The use of technology, especially in building or supporting relationships, has

increased dramatically. Over the past two decades, technology has become more

widespread and is used in various contexts [194, 251, 305, 337]. For instance,

technology is used in health care to detect malicious cancerous cells and reduce

the frequency of doctors errors [17, 339], in the armed forces to save lives [297], in

transportation systems to increase speed and efficiency [134], by environmentalists

to tackle issues of climate changes [203], and in personal lives to improve physical

well-being [208]. However, the prominent use of technological solutions is to facil-

itate the creation of relationships or to support existing ones [82, 96, 194, 289, 334].

This includes the use of social media, dating sites, and professional networking

platforms (such as Facebook, Match.com, LinkedIn, Twitter, Instagram) to build

personal and professional relationships [50, 310]. It also includes the sharing of

online accounts (such as Netflix or online bank account) as a sign of trust and

intimacy to support existing relationships [166, 244, 302].

The COVID-19 pandemic has led to heavier reliance on technology. With many

lock-downs still in place and social distancing in effect, there has been a surge

in using technology to facilitate communication and support relationships [242].

In situations where face-to-face communication would have been necessary, now

more than ever, people are more dependent on technology to bridge the gap in

communication and in building and maintaining relationships. For instance, there

is an increase in using telecommuting technologies to foster communication and
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relationships with co-workers and their organizations [68] as well as classroom

technologies for students [178]. The strong reliance on technology is expected to

increase as the world settles into this new normal [224, 240].

With the rise in technology reliance comes a rise in security and privacy con-

cerns. For instance, there is an increase in online security fraud for users of tech-

nological solutions [242]. Understanding and addressing the specific security and

privacy challenges that users encounter in technology usage in relationships is im-

portant. Using technologies in online and offline relationships could often come

with severe outcomes when the relationship do not go as planned (for example,

severe outcomes could include cyber-bullying, stalking, online and offline sexual

harassment, and in some severe cases, death) [66, 102, 177, 233]. This disserta-

tion aims to understand the security and privacy challenges that users encounter

in using technologies in various types of relationships and potentially how those

challenges can be addressed.

For clarity, we define technology broadly as a collection of systems “that al-

low users to exchange digital information over networks” [32]. In this disserta-

tion, we use technology as an umbrella term for all types of mobile, web-based,

and internet-enabled services, platforms, solutions, and devices. We define re-

lationship using Hamilton’s [127] description. The author defines human rela-

tions as the “ability to interact effectively with diverse others in a variety of situa-

tions” [127]. Relationships can broadly be classified into two categories, personal

and professional relationships [321]. Examples of personal relationships include

family, friends, acquaintances, and romantic partners. An example of professional

relationships in the work context include interactions between employees and the

employer. Both personal and professional relationships can either be voluntary

or non-voluntary [321]. Voluntary relationships refer to relationships were both

parties willingly decided to be in the relationship. The opposite is involuntary

where both parties are forcefully in the relationship. For our dissertation, we fo-

cused on case studies for personal & voluntary, professional & non-voluntary, and

personal & non-voluntary relationships. Table 1.1 shows our research focus. For

simplicity, we refer to personal & voluntary as personal relationships, professional

& non-voluntary as professional relationships, and personal & non-voluntary as
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Personal Relationships Professional Relationships

Voluntary X X

Non-voluntary X -

Table 1.1: The X represents areas that we investigated.

involuntary relationships.

In this dissertation, we present the security and privacy challenges that people

encounter in:

1. Personal relationships and technology use: Here, we studied people’s secu-

rity and privacy challenges when they stop sharing online accounts in per-

sonal relationships.

2. Professional relationships and technology use: Here, we studied employees’

security and privacy challenges while telecommuting with co-workers and

their bosses but not involuntarily.

3. Involuntary relationships: Here, we studied security and privacy challenges

that sexual assault survivors encounter in using technology to report their

perpetrators to the police. In this complex scenario, survivors face a dilemma

whereby they want to use technology to report the sexual assault incident,

but this is complicated because of their previous unwanted relationship and

contact with the perpetrator. Beside personal and professional relationships,

we studied involuntary relationships to understand the security and privacy

issues that could arise in this context and how we could address them.

To address the identified security and privacy challenges, we developed design

rubrics that technologists could consider when developing technological solutions

for people in personal, professional, or involuntary types of relationships.

3



1.1 Problem Overview

1.1.1 Personal Relationship: Why study challenges with ending the
sharing of online accounts?

Sharing online accounts has become a prevalent practice among social groups and

individuals. In the US alone, 54% of Americans share accounts, with 41% shar-

ing online shopping accounts (e.g., Amazon Prime), and 75% sharing streaming

accounts (e.g., Netflix, Hulu) [49, 163]. A recent discussion via Twitter among

the members of the UK’s Parliament shows sharing accounts is a common prac-

tice [160], even when a high level of information security is expected [230, 246].

However, privacy and security challenges arise when account sharing ends, es-

pecially when the account was never designed to be shared in the first place. Online

accounts are not always designed to effectively facilitate the ending of sharing be-

tween users [70, 166, 218]. While previous work focuses on why people share

accounts [201, 244] and how they begin the sharing process [166, 201], no study

has investigated the factors that complicate the ending of account sharing in per-

sonal relationships.

1.1.2 Professional Relationship: Why study challenges with mass
telecommuting?

Our investigation into telecommuting challenges is a response to a clear need for

safer work-from-home practices as the rise in telecommuting has led to an increase

in cyber-attacks [22, 165, 191, 229].

The global COVID-19 pandemic has resulted in the world’s largest telecom-

muting situation [14]. In 2018, the U.S. Bureau of Labor Statistics report showed

that only 8% of all employees work from home at least one day of the week,

while 2% worked fully from home [23, 232]. However, most employees now

work from home. Recent research from Stanford indicates that as of June 2020,

42% of the labor force was telecommuting (with 33% unemployed and 26% work-

ing in essential services) [24, 351]. Researchers estimate employers plan to keep

20% of their workers working from home after the pandemic ends, mainly to re-

duce costs [212]. Another recent survey shows that 47% of the respondents aim
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for their workers to telecommute full-time [120]. Further, some major tech com-

panies have already switched to either long-term or permanent work-from-home

model [48, 61, 172, 271].

With a remote workforce and everyone working digitally, the threat landscape

increases. Research shows that 91% of respondents experienced an increase in

cyber-attacks because of employees telecommuting [22]. Further, the Canadian

Press reported a 1,350% increase in cloud-related attacks and a 4,000% increase in

ransomware emails [211]. Remote working can also be problematic when employ-

ees’ personal computers are not updated with the most recent security protocols

and software. Employees risk exposing the entire system to various types of cyber-

attacks and compromising their professional relationships. Major organizations

have suffered data breaches targeted at employees. For instance, the World Health

Organization reported a fivefold increase in cyber-attacks, with the most recent at-

tack targeting their employees [346]. There has been a spike in phishing attacks in

Italy because of people teleworking [173]. In addition, the threat model in a home

environment differs from that seen in the physical office workplace. For instance,

some company devices used in teleworking are linked to home or less secure Wi-Fi

networks. These company devices may not have the physical security provided in

the workplace.

To address the security and privacy concerns of working from home, research is

needed to understand the specific challenges and threats that employees experience

while telecommuting. Several telecommuting research projects compared workers’

productivity while working from home and in physical office locations [4, 7, 25,

57, 294]. Some research on working from home also provides tips and strategies

for securing the home internet network for employees while telecommuting [93,

179, 226]. However, to the best of our knowledge, no research has focused on

employees’ security and privacy concerns regarding telecommuting with their co-

workers.

1.1.3 Involuntary Relationship: Why study challenges with reporting
sexual assault using technological solutions?

Our investigation into designing safe spaces online for anonymous third-party re-

porting (TPR) is a response to the clear need for a confidential and accessible plat-
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form that survivors of sexual assault can use to communicate their experiences

hoping to hold perpetrators accountable.

The stark reality is that 1 in 3 Canadian women will experience sexual assault

in their adult life [236]. Further, 1 in 14 American men and 1 in 5 American

women have been victims of completed or attempted sexual assault during their

lifetime [306].

Sexual assault has no single impact but affects multiple areas of the survivor’s

life, including but not limited to the survivor’s somatic and psychological health [55,

73]. One in four survivors reported they had difficulty carrying out everyday ac-

tivities because of the incident [193]. Further, one in six survivors reported experi-

encing three or more longer-term emotional consequences, such as post-traumatic

stress disorder, substance abuse, depression, and suicidal thoughts [75, 190, 193].

However, statistics alone fail to capture the significant repercussions of sexual

assault on survivors, not only because the effects of such trauma are unquantifi-

able [55] but also because sexual assault is greatly underreported [231, 278]. Only

5% of cases are reported to the police [249], and only 11% of those reported cases

eventually lead to the conviction of the perpetrator [285].

1.2 Goal and Methodology
Our dissertation aims to contribute to the body of knowledge on the security and

privacy challenges of using technological solutions in relationships. Based on our

findings, we discuss design suggestions, guidelines, and rubrics for designing tech-

nologies in this context.

We conducted interviews and focus groups with participants to investigate their

security and privacy challenges. Our results showed a major theme across the three

scenarios: the possibility of power imbalance in using technology in relationships.

Further, the potential of misuse and abuse of technology by the person with the

greater power (in terms of technology use) in the relationship. To mitigate this

problem, we carried further research to uncover technology’s inherent character-

istics that facilitate abuse. Using the involuntary relationship as a case study, we

conducted a literature review of 224 papers that discusses the use of technology

to facilitate, report, or prevent sexual assault. Through this review, we discovered
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ten inherent characteristics of technology that facilitate abuse. We present these

characteristics as guidelines for technologists regarding possible ways others can

misuse their technological solution in relationships, resulting in security and pri-

vacy challenges for users.

1.3 Research Summary

1.3.1 Security and privacy challenges of ending online account
sharing

In the first study, we investigated the security and privacy challenges that compli-

cate the ending of online account sharing in various types of personal relationships

by asking:

• RQ1: What are the security and privacy challenges people encounter in end-

ing sharing of online accounts?

We addressed our research questions by conducting semi-structured interviews

(N = 25) with participants who had shared at least one account in the 12 months

preceding the study. Participants had various types of personal relationships with

those with whom they shared accounts. The interviews focused on the accounts,

why and how the sharing began and ended, and what made the process difficult.

We analyzed data using thematic analysis [126].

Finding 1: We discovered reasonable but unsupported sharing use cases for

some accounts that are not designed for sharing. Participants were torn between

attempting to satisfy their appropriate need for sharing and maintaining their secu-

rity and privacy.

Finding 2: Participants’ privacy and security were more at risk when they

stopped sharing accounts that were never designed for sharing. We offer spe-

cific recommendations for designing these accounts to allow sharing between users

without sharing account passwords.

1.3.2 Security and privacy challenges of mass telecommuting

The aim of our second study was to answer the following research question:
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• RQ 2: What are employees’ security and privacy challenges, threats, and

perceived risks when working from home?

We addressed our research question by conducting semi-structured interviews

with 24 participants. Participants were employees who had been working from

home in the three weeks preceding the study. We asked questions related to their

challenges with telecommuting and analyzed the results using thematic analysis.

Finding 3: We discovered concerns that need to be addressed to protect the

security and privacy of employees and employers while telecommuting. Partici-

pants were also torn between maintaining their professional relationship and pro-

tecting their security and privacy. We identified the perceived outcomes of threats

associated with these concerns. We grouped our findings into four categories of

challenges and threats: technological, human, organizational, and environmental.

We further grouped our findings into the identified outcomes of threats to security

and privacy and created threat models that emerged from our results.

1.3.3 Security and privacy challenges with using technological
solutions to report sexual assault

The objective of the third study is to answer these research questions:

• RQ3: What are survivors’ privacy and security concerns (if any) regarding

trusting an online reporting system?

• RQ4: What could help participants trust an online reporting system?

We addressed our research questions by conducting six focus groups and eight

individual semi-structured interviews with 35 participants. They were survivors,

sexual assault support workers, or both. We asked questions relating to partic-

ipants’ concerns with trusting an online system for reporting sexual assault and

analyzed the results using thematic analysis.

Finding 4 (under RQ 3): We group our findings into technological and emo-

tional concerns, and we show how technological concerns can lead to emotional

issues for survivors. For example, the technological concern about the insecurity

of technology can lead to the emotional issue of anxiety about making an online
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report, the fear of perpetrators having access to the sexual assault report, and the

re-victimization of survivors.

Finding 5 (under RQ4): We discovered concerns that technologists need to

consider in developing technological solutions for survivors. For instance, on the

one hand, survivors did not trust that a technological solution could protect their

anonymity and privacy from both the perpetrators and the police. On the other

hand, the police did not trust that the anonymous reports sent from a technologi-

cal solution were linked to real survivors. Therefore, technologists need to find a

balance in how technology can ensure both parties trust the system.

1.3.4 The characteristics of technology that facilitate abuse

A major theme emerged from the three previous studies: power imbalance in using

technology in relationships and the potential abuse of technology by the person in

the relationship with the greater technological power. To mitigate this problem,

we carried further research to uncover technology’s inherent characteristics that

facilitate abuse. The objective of the research was to answer this research question:

• RQ5: What characteristics of technology facilitates abuse?

We addressed our research questions by conducting a literature review of 224

research papers—the papers discussed how technology facilitates the abuse of vic-

tims. We analyzed the papers using grounded theory.

Finding 6: We identified ten characteristics of technology that facilitate abuse.

These characteristics are covertness, anonymity, evolution, boundlessness, repro-

ducibility, accessibility, publicness, indispensability, malleability, and opaqueness.

We show how these attributes facilitate the abuse of victims in other types of rela-

tionships.

1.4 Contributions
In summary, we make three main contributions to the research community:

Contribution 1: We provide insights into the security and privacy challenges

of using technology in personal, professional, and involuntary relationships and the
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effect of those challenges (e.g., power imbalance). We also offer specific sugges-

tions that could address the identified challenges.

Contribution 2: We identified ten characteristics of technology that enhance

these challenges and facilitate the abuse of technology.

Contribution 3: Based on these characteristics, we derive the dimensions of

technology and provide a design rubric for technologists for the design and devel-

opment of solutions that address users’ security and privacy challenges in relation-

ships.
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Chapter 2

Security and Privacy Challenges
of Ending Online Account
Sharing

Privacy and security issues arise when account sharing ends, especially when the

account was never designed to be shared in the first place. Online accounts are not

always designed to effectively facilitate the ending of sharing between users [70,

166, 218]. While previous work focuses on why people share accounts [201, 244]

and how they begin the sharing process [166, 201], we investigated the factors

that complicate the ending of online account sharing in various types of personal

relationships by asking:

• RQ1: What are the security and privacy challenges people encounter in end-

ing sharing of online accounts?

Answering this question can provide insight into how accounts can be designed

to better support users in ending account sharing, thereby improving the user ex-

perience and safeguarding users’ personal information.

For the sake of clarity, we grouped online accounts into the following cate-

gories:

Accounts designed for sharing (DS) are accounts that offer multi-user member-
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ship plans. Examples include Netflix, Amazon Household, and Spotify Pre-

mium Family accounts. Although these services also provide single-user

plans, we will use “DS accounts” or “multi-user accounts” to only refer to

the multi-user plans.

Accounts not designed for sharing (NDS) are accounts that are intended for only

one user. Examples include WhatsApp, Facebook, Instagram, and LinkedIn

accounts. We also include the single-user versions of DS accounts in this

category. We’ll use “NDS accounts” or “single-user accounts” to refer to

such accounts.

We defined relationships in the previous chapter. Examples of personal rela-

tionships include friendship, family, or romantic relationships.

Key contributions of this chapter are:

• First, we discover reasonable but unsupported sharing use cases for some

NDS accounts. Participants were torn between attempting to satisfy their

appropriate need for sharing and maintaining their security and privacy. Our

results suggest that companies offering such NDS accounts should consider

supporting these use cases.

• Second is the finding that participants’ privacy and security were more at risk

when they stopped sharing NDS accounts because the accounts were never

designed for sharing. As part of this contribution, we offer specific rec-

ommendations for designing these accounts to allow sharing between users

without users having to share account passwords.

• Third, we identify negative impacts of ending the sharing of DS and NDS

accounts on users, and group them into cognitive and psychosocial impacts.

Examples of cognitive impacts are remembering the people with whom ac-

counts were shared, changing passwords, and remembering the accounts

across which participants reused passwords.

Examples of psychosocial impacts are the uncertainty about whether the

sharing ended successfully, the frustration of losing personal content, and
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the fear of the account being hijacked by the secondary user. Identifying

these challenges is important for reducing the cognitive and psychosocial

burden of ending account sharing and reducing corresponding security and

privacy risks.

We suggest recommendations (and discuss their benefits) for improving the

design of online accounts to address the identified challenges.

Our contributions provide insight into the burden of ending online account

sharing and add new considerations to the many that already exist when con-

sidering account privacy and security.

2.1 Related Work

2.1.1 Account sharing

Several studies have focused on account sharing and the reasons behind it. Egel-

man et al. [90] conducted a survey of households that made use of the Windows

operating system on their home computers. The study aimed to find out whether

participants shared single-user accounts on their computers and how sharing oc-

curred. The result of the study was a recommendation to provide family accounts

on home computers to aid in account sharing. A more recent study by Matthews

et al. [201] investigated why people share accounts and household devices. Using

an inventory survey and a 21-day diary study, the authors discovered 6 types of

sharing that are related to the reasons people share accounts: borrowing, mutual

use, setup purposes, helping other users, broadcasting, and accidental.

Sharing accounts in the context of romantic relationships has received special

attention from the academic community. Singh et al. [302] were among the first

to study why couples share accounts. The authors carried out open-ended inter-

views, group interviews, and focus groups during three months with married and

de facto couples. They found that people share accounts as a sign of trust, as a

key to survival, and because they had no option (e.g., couples with disabilities).

More recently, Jacobs et al. [166] conducted interviews and an 8-day diary study

that confirmed the results of previous studies and identified additional reasons for
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account sharing in romantic relationships, which were the maintenance of the re-

lationship, and to promote intimacy. The aim of another recent study by Park et

al. [244] was to understand the account sharing behaviors of people in romantic re-

lationships. Through a survey on Amazon Mechanical Turk, the authors found that

couples share accounts to meet goals such as convenience, household maintenance,

trust, and relationship maintenance. However, some participants were actively hid-

ing the existence of certain accounts from their partners. Park et al. also suggested

design recommendations for better supporting three relationship stages: the start,

maintenance, and the end.

Studies of technology in the context of intimate partner abuse (IPA) have de-

scribed common situations in which abusers coercively access survivors’ accounts,

and survivors attempt to end this coercive access [109, 112, 202]. Even though

some of the account mechanics described in our study with general users may over-

lap with this prior work, IPA situations are different in that they involve coercive

account access and different (potentially severe) consequences for survivors. Mul-

tiple studies of how technology affects IPA [109, 112, 202] have described how

abusers leveraged coercive control of survivors’ accounts and shared household

accounts to abuse survivors. For example, an abuser may use coercive access to

a survivor’s accounts to reset passwords and lock the survivor out, to impersonate

the survivor to damage their reputation and relationships, or to surveil the survivor.

It should be noted that our study does not explore account ending in the context of

abusive situations.

Our research builds on prior work. We expand the scope of investigation with

general users by studying the end of account sharing in the context of a variety

of personal relationship types, such as friendship, school, and acquaintanceship.

We also explore how technology supports this process and what can be done to

improve support.

2.1.2 Ending account sharing

Several studies focused on how digital possessions are managed after breakups.

Quan-Haase et al. [267] studied the coping strategies employed by young adults (10

unmarried participants) on Facebook after a romantic breakup. The results indicate
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that participants remained digitally entangled. For example, because Facebook

shows interactions between friends and non-friends, it was possible for participants

to continue to learn about their ex-partners’ activities, even though they no longer

wanted such information. Sas et al., [292] studied how users keep or dispose of

their digital possessions after a romantic breakup. The authors conducted semi-

structured interviews with 24 students and identified three roles that people take in

disposing of their digital possessions: deleters, keepers, and selective disposers.

Researchers from the University of Dundee also studied how users manage

their digital possessions after a romantic breakup, with the goal of informing the

design of systems aimed at helping people disentangle digitally [155, 218]. The

digital possessions studied included videos, chat logs, login details, shared ac-

counts, social media posts, and text messages. The study was carried out with

13 participants. The authors found that after the romantic relationship ended, the

role of digital possessions changed, as the possessions now acted as a proof that the

relationship existed and was over. Participants managed their digital possessions

by hiding, deleting, or abandoning their possessions, and in some cases, letting the

possessions fall into disuse.

Our study differs from prior research in two major ways. First, we focus on

the end of online shared accounts and we consider different age groups and types

of personal relationships. While Sas et al. [292] studied what users do with their

digital possessions, we go further to identify the specific security and privacy chal-

lenges that users face when managing one type of digital possession — an online

shared account. No previous studies have focused their investigation on these chal-

lenges. Second, we discuss how systems can be designed to support users during

the ending of the sharing of accounts while considering users’ security and privacy

issues.

2.2 Methodology

2.2.1 Data collection

We recruited participants by advertising on Facebook and on UBC’s paid partici-

pants study list. Potential participants filled out an eligibility survey. To be eligible
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to take part in the study, participants had to be 19 years old or above. Participants

had to have stopped sharing at least one account within the last 12 months or be

in the process of ending the sharing of an account. We chose to recruit people

who were also in the process of ending account sharing to understand any current

challenges they might be facing.

We piloted our study procedure with two participants. In the first pilot study,

we asked the participant what account she had stopped sharing. We realized that

the participant had difficulties remembering most of the accounts she ended shar-

ing. The participant remembered some shared accounts only when the researcher

gave examples of commonly shared accounts. Based on this result, we decided

to present participants with a list of accounts grouped and categorized by Park et

al. [244], to help participants remember their shared accounts. We piloted this

approach with a second participant, and we discovered that the participant remem-

bered previously shared accounts easily. We therefore decided to use this approach

for the main study. Apart from this change, all other procedures in the pilot inter-

views were the same as those used in the main study.

After adjusting the study procedure based on the outcomes of the pilots, we

recruited participants for the main study. We carried out semi-structured individ-

ual interviews with all recruited participants to allow participants to express their

thoughts in their own way and add information as they saw fit, without the restric-

tion of a structured interview [65]. We conducted in-person or video interviews

based on the participant’s preference. In-person interviews were conducted in a

quiet meeting room on UBC campus, while video calls were conducted via Skype.

Participants interviewed in person were compensated with CAD $20, sent via e-

transfer to those participants whom we interviewed via video call. We conducted

11 interview sessions via Skype video, with the rest (14) in person. Data collec-

tion was done from December 2018 to February 2019. The research was approved

by the UBC Behavioural Research Ethics Board (ID: H18-03521) before any data

collection took place.
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2.2.2 Interview procedure

We proceeded with the interviews after participants gave informed consent to par-

ticipate in the study. During each interview, we explained the meaning of shared

accounts, giving examples of such accounts. We avoided priming the participants

by stating that shared accounts were simply accounts used by the participants and

other users. Participants were told that the aim of the study was to understand their

experiences using shared accounts.

Participants were then asked to identify the accounts they were sharing or had

shared with someone. To help participants remember their shared accounts, we

presented them with a list of accounts grouped and categorized by Park et al. [244].

This list itemized most online shared accounts at the time, but we explained to

participants that the account list was only a guide. As they identified other accounts

that did not appear on the list, they were free to tell us about them (and some did).

After participants identified their shared accounts, we asked them which ac-

counts they were currently sharing and which ones they had stopped sharing. Then

we asked participants to give more information about the accounts that they had

stopped sharing. We also asked questions about the use of passwords on their ac-

counts. Afterward, we asked for demographic information and compensated the

participants. One or two researchers took part in each interview session. All inter-

view sessions were audio recorded.

2.2.3 Data analysis

Two researchers transcribed and coded more than 16 hours of recorded interview

sessions, each an average of 40 minutes long. Interviews were analyzed using the-

matic analysis [126], a “set of procedures designed to identify and examine themes

from textual data in a way that is transparent and credible [125].” We followed the

data analysis steps outlined by Guest et al. [125]. Two researchers segmented and

coded the transcribed interviews into categories, types, and relationships to develop

the codebook. Afterward, the researchers identified the themes that emerged from

the data. We conducted data analysis concurrently with the collection and reached

theoretical saturation after 23 interviews, as no new codes emerged from the last

two data collection sessions. Our supplementary material (Appendix [? ] includes
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a saturation graph depicting the total number of codes after each interview.

To calculate inter-coder reliability, we used the percentage agreement metric

described by Graham, Milanowski, and Miller [121]. The calculated agreement

was above 90%, which indicates high agreement. In addition, three researchers en-

gaged in a code and theme sorting exercise to come to a consensus on the identified

themes.

2.2.4 Participants

We recruited 25 participants (16 women and 9 men), aged 19 to 45 years (the

mean and median were 27). Table 2.1 provides the detailed demographics of the

participants. All participants had stopped sharing at least one previously shared

account.

2.3 Results
Our results suggest that negative impacts accompany the ending of account shar-

ing, and we group them into two categories: cognitive and psychosocial. We de-

fine cognitive burden as the mental effort involved in ending account sharing and

psychosocial burden as the emotional and social cost of ending account sharing.

Although we divided these negative impacts into these two categories, it should be

noted that cognitive and psychosocial burdens are linked together. All cognitive

burdens come with an indirect psychosocial cost, and they often tax users in the

form of frustration. We discuss these categories of burden below.

In the rest of the chapter, we refer to each participant using the suffixes “P,”“S,”

and “J” along with their ID, to indicate whether the participant was a primary,

secondary, or joint user of the shared account. A primary user is the owner of the

shared account. A secondary user is not an owner of the account, but shares it with

the primary user. Joint users both own the shared account with the intent to have

equal rights and privileges.

Cognitive burden

Remembering secondary users. Our participants found it challenging to remem-

ber the people with whom specific accounts were shared. Sometimes participants
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ID Age Gender Educational Level Occupation Ended Sharing Ended Sharing
With

P1 21 W Bachelor’s (Ongoing) Student Netflix (s) Friends
P2 32 M Master’s Teacher in High School Netflix (p) Ex-girlfriend

Telus (p) Father
LinkedIn (p) Friends
LinkedIn (p) Professionals
Skype (p) Friends
Gmail (p) Friends

P3 45 M Master’s Information Technology Amazon (j) Partner
Fantasy League Game (p) Colleague

P4 27 M Master’s (Ongoing) Master’s Student Netflix (p) Friend
Netflix (p) Wife

P5 25 M Bachelor’s Finance Clerk Email Account (p) Employer
Bank Account (s) Father
Amazon (p) Mother

P6 28 M Diploma Circus Artist Instructor Bank Account (s) Parents
Online Calendar (s) Colleague

P7 31 M Master’s Research Assistant Amazon (p) Wife
Amazon (s) Friend

P8 23 W Bachelor’s Tutor Netflix (s) Boyfriend
OkCupid (p) Ex-boyfriend

P9 29 W Bachelor’s Administrative Assistant Netflix (s) Boyfriend
Apple (p) Family

P10 29 W Bachelor’s Tutor Amazon (s) Father
P11 29 W Master’s PhD Student WeChat (s) Sister

Gmail (s) Sister
Sephora (p) Friend
Game Account (p) Friend
Apple (p) Family
Baidu (p) Sister

P12 30 W Master’s Human Resource Specialist Bank Account (p) Parents
Netflix (p) Parents
Gmail (p) Ex-boyfriend
Facebook (p) Friend

P13 27 W Bachelor’s Unemployed League of Legends (p) Brother
League of Legends (p) Ex-boyfriend
Netflix (p) Brother
Booking.com (p) Friend

P14 20 W Bachelor’s Student Amazon (p) Brother
Facebook (p) Ex-boyfriend
Gmail (p) Classmates
Craigslist (s) Roommates
Netflix (s) Family
Soundcloud (s) Ex-boyfriend
Xbox (s) Brother
Dropbox (s) Friends

P15 22 M Bachelor’s (Ongoing) Student Bank Account (s) Parents
iTunes (p) Father
Spotify (p) Sister
Dropbox (s) Colleagues

P16 24 M Bachelor’s General Manager Bank Account (p) Ex-girlfriend
Facebook (p) Ex-girlfriend
Yahoo (p) Ex-girlfriend
Gmail (p) Friend

P17 23 W Bachelor’s Admin in Insurance Netflix (s) Boyfriend
New York Times (p) Friend
Bank Account (p) Parents

P18 25 W Bachelor’s Respiratory Therapist Bank Account (s) Mother
Nextopia (p) Friend
Facebook (s) Friend
Instagram (s) Friend
Netflix (s) Friend

P19 21 W Bachelor’s (Ongoing) Student Bank Account (p) Brother
Netflix (p) Friend

P20 19 W Bachelor’s (Ongoing) Student Bank Account (s) Mother
Tumblr (p) Ex-boyfriend
Snapchat (p) Ex-boyfriend
Amazon (s) Ex-boyfriend’s

Friend
Netflix (s) Ex-boyfriend
Uber Eats (s) Ex-boyfriend
Office365 (p) Ex-boyfriend

P21 36 W Bachelor’s Office Admin Netflix (s) Husband
P22 20 W Bachelor’s Student and Sales Personnel Google Drive (s) Ex-boyfriend
P23 32 W Bachelor’s Secretary Facebook (p) Friend
P24 42 M Master’s Model and Writer Netflix (p) Ex-partner

Bank Account (p) Ex-partner
iTunes (p) Sister

P25 23 W College (Ongoing) Student and Part-Time in Insurance Netflix (s) Boyfriend
Bank Account (s) Mother

Table 2.1: Detailed demographics of participants. P, S, and J represent pri-
mary, secondary, and joint users respectively.
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forgot that they shared a particular account. As a result, they forgot to end the shar-

ing of that account, even after the sharing was no longer desired. For example, it

was during our interview that P20-P remembered that, apart from her mother, she

still shared her Microsoft Office 365 account with her ex-boyfriend: “Oh my gosh.

I still share [my Microsoft 365 account] with my ex!” She didn’t want to continue

sharing the account; however, she had forgotten that the account was still shared.

Similarly, P22-S, who tagged herself as a “self-imposed” secondary user, also de-

scribed a scenario where the primary user forgot to log out: “... it was [during] a

movie night [with people from a school club] and I was the one who brought the

laptop but I don’t have [a] Netflix account. So [an acquaintance] logged in with

my laptop and then she forgot to sign out, so I’ve been taking advantage of [the

account] [laughs].” P22-S has been using the Netflix account for about 18 months.

Changing passwords. Password changes were described as both useful to

end account sharing, but also problematic in the cognitive burden they introduced.

P20-S described the value of password changes in a story about her boyfriend’s

Netflix account that was shared with multiple people: “At least 9 people [used

his Netflix account] because there were about 5 profiles and then I think each of

them has their own people they were sharing it with. [My boyfriend at the time]

had to change his password a lot because there were too many people logged in at

[once] ... Whoever he shared it with shared it with other people. So if he wants to

watch [Netflix] he couldn’t, because there were too many people on it, so he would

change his password. [That] would log everyone out and then he would be able to

watch it and then [he would] share the password and just repeat that cycle.”

When sharing ends, changing passwords can be a tedious process. P2-P, for

example, shared his LinkedIn account multiple times with his friends and paid pro-

fessionals because he needed help in making his account look professional. How-

ever, every time he shared his LinkedIn account, he had to change his password

after his friends (or professionals) finished editing his account content. P2-P com-

mented on the burden of having to change his passwords multiple times: “... it’s

annoying [to change passwords] because I do forget [the new password] ... I’ve

had that problem a few times before where I’ve lost track of my passwords and

answered some [security] questions [or] ... go through the security feature where

they email me [on some other platform] just to verify that it is me.”
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To avoid the cognitive burden of changing passwords, sometimes participants

would request that the secondary user(s) stop logging into the account. P8 illus-

trated this while describing an incident between her boyfriend (secondary user)

and his ex-girlfriend (primary user): “I happened to be calling [my boyfriend, and

he said] ... ‘I just got a text from my ex saying, “Can you log out of the Netflix

account?”’ [My boyfriend’s ex] was also sharing [her Netflix account] with other

people. So instead of [changing the password for everyone] ... it’s easier to just

kick one person out.” In this case, changing the password for multiple users who

were sharing a Netflix account would have proved even more challenging. This

coping mechanism is, however, linked to the burden of remembering secondary

users. For this strategy to be carried out effectively, primary users have to remem-

ber that a particular secondary user still has access to the account.

Remembering which passwords are reused on which accounts. Partici-

pants found it challenging to remember the accounts across which they had reused

passwords. P13-P, for instance, used the same password on her game, bank, Net-

flix, and university student accounts. She had shared her game account with her

boyfriend but changed the password when she had a disagreement with him. How-

ever, she had forgotten that she used the same password on the other accounts.

P13-P only realized this during the interview and noted that she would change the

passwords for the other accounts as well.

Some participants coped with the challenge of remembering many passwords

by reusing them across shared and non-shared accounts. P16’s example illustrates

this behaviour: “[I know reusing passwords] is wrong, but I do [reuse passwords]

because it’s easier to remember ... I know you should have different passwords

for different accounts, but I’m just too lazy ... because I might forget them.” P22

explains further: “I tend to use the same password for a lot of websites, and just

because I told my password to someone for one website means the person basically

knows a lot of passwords for many websites.” Previous research [171, 345] also

shows that people reuse passwords to avoid remembering multiple passwords.

To lighten the cognitive burden of remembering many passwords, participants

sometimes also derived similar passwords. Passwords used on shared accounts

were similar or the same to those used on non-shared accounts. P23, who used

similar passwords on shared accounts, explained how she modified her password
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across accounts: “I have just one password but then ... I tweak the password a

little differently for all of the accounts. Maybe I add an exclamation mark to one,

[then] add a number ... .” Similar passwords are, however, easy to guess. Zhang et

al. [357] discovered that if an attacker has access to a password, they can correctly

guess the future passwords in 41% of accounts in an offline attack under 3 seconds,

and 17% of accounts in an online attack.

Psychosocial burden

The uncertainty of whether the sharing was successfully stopped. Participants

were not always sure that changing password was enough to end sharing. Modern

devices are kept logged into online services for extended periods of time without

re-authentication (thanks to access tokens in OAuth [228] and similar authentica-

tion technologies). While this feature is very convenient in single-user scenarios, it

leaves primary users uncertain whether and when changing password “kicks out”

secondary users. It was particularly problematic when primary users were unwill-

ing to ask the secondary users to stop using the account. For instance, P20-P no

longer talked to her ex-boyfriend after their romantic breakup. During the relation-

ship, she shared her private blog hosted on Tumblr 1 with him. When asked if she

was still sharing the account, P20-P remarked: “... I don’t know ... I changed my

password, and I hoped that it would log him out ... I think the [Tumblr] app is still

[on his phone], but I hope he’s logged out.”

The annoyance of being unable to migrate content to a new account.
Transferring previously shared content to a new account sometimes proved diffi-

cult. P15-S, who had shared his father’s Apple ID account, explained the chal-

lenges he experienced when sharing ended: “[On migrating the free apps] I would

have preferred to be able to transfer [the free apps] automatically [to the new ac-

count] because ... that way I [don’t] have to manually re-download all the free

apps [from] the app store ... It would be nice to save time.” Similarly, participants

discussed lost Netflix profiles and the corresponding movie lists recommendations

when sharing ended. P4-P commented: “I used to share my [Netflix] account with

other group of people ... Having that account established and then switching over

1https://www.tumblr.com
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to another [Netflix] account [to be shared with a new group of people], [it] was

difficult to manage all the [profile] list that I create[d]. [I had to] re-establish my

entire profile all over again. It’s time-consuming and something that you should

not [have] to worry about ... .”

The inability to delete a joint account and its content. It was a challenge

to be unable to control what happened to the shared account and its content when

sharing ended. It was especially hard to control the previously shared content in

NDS accounts. For instance, P22-J and her boyfriend at the time created a Gmail

account using the combination of both their names as the email ID. They created

the account so they could upload their shared pictures on Google drive. Both, there-

fore, had joint ownership of the account. However, her ex-boyfriend used his email

account as a recovery email address, so the account designated him as the account

owner. The end of their relationship also coincided with the end of sharing this

account. P22-J, who stopped logging into the account after the breakup, remarked:

“... It would be nice if he didn’t have [the] pictures [on the shared Google drive

anymore] because we’re done.” Explaining her current difficulty, she stated: “... I

want to actually get rid of the account, but I can’t because it’s sort of his account

[and] Google doesn’t know that it’s two people using it. So ... I can’t delete [the

account].” Here, while P22-J wanted to stop sharing the account (and to delete its

content) altogether, she had no means of achieving this.

The frustration of losing personal content. Some participants reported losing

their personal content. P11-P shared her gaming account with her online friends

so they could help her play the game. One of the secondary users, however, traded

her game characters without her permission. After ending the sharing by changing

the account password, she contacted the game administrators to help her reacquire

her traded content: “[The game administrators asked] ... if someone hack[ed] into

the account. I said, no, [my game characters were traded away by my friend]

because I gave my friend the account [login details]. [The game administrators]

said [that there was] nothing [they] could do because [I] voluntarily trade[ed]

[my game characters and I] cannot prove that [someone else traded them] without

my permission.” For P11-P, there was no means to prove that, while she granted

permission to her friends to play the game, P11-P gave no permission to trade her

game characters.
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Personal content can be also lost when the end of a personal relationship trig-

gered the end of account sharing. For example, P2-P stopped sharing his Netflix

account with his ex-girlfriend without notifying her, as he did not feel comfortable

bringing this up with her. As a result, his ex lost all of her personalized content

(such as her profile) on the Netflix account without notice.

The risk of an account being hijacked by a secondary user. Account

hijacking by the ex-partner is a possible risk when a romantic relationship ends.

P8-P shared login details for her online dating account (on OkCupid 2) with her

then boyfriend. After they broke up and before she changed her password, her

ex hijacked the account and impersonated her: “[My ex] ended up impersonating

me online ... He took control of my account, and he changed the password [and

was asking people on my account] to meet up [while pretending to be me] ... I

wasn’t able to log in [to my OkCupid account], but based on the messages I was

getting in my emails, I was able to piece together what was happening.” Issues like

hijacking, impersonation, and abuse are covered more extensively in abuse-focused

literature [109, 202].

The burden of avoiding awkward conversations. Avoiding awkward con-

versations was a major reason why participants’ attempts at ending account sharing

failed. This is because participants were trying to avoid situations where the end

of account sharing would signal the end of their relationship. For example, P11-P

had an NDS online shopping account with French multinational chain of personal

care and beauty stores (Sephora 3). As a top-level customer, P11-P received more

shopping privileges than regular customers, such as free delivery and store promo-

tions. P11-P was sharing this account with her friend. One reason P11-P wanted

to stop sharing the account was that her friend occasionally used up P11-P’s store

points. P11-P explained why she ended up continuing to share the account: “... if I

change the password, she’ll know I don’t want to share [the account] with her. But

I don’t know how to tell her! ... She’s my friend; I [can’t] tell her, ‘Stop using [the

account], because you annoy me.’ It’s not a polite thing to do.” P11-P also shared

her Apple ID account on her family’s shared iPad Mini. When the device was first

set up, P11-P found it easier to just use her existing personal Apple ID account

2https://www.okcupid.com
3https://www.sephora.com/beauty/about-us
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than to create a family account. However, she realized later that she had lost part of

her privacy, because she was using the same Apple ID on her personal phone, and

the users of iPad Mini could see her browsing and search history. Although P11-P

wanted to stop sharing the account and regain her privacy, she felt uncomfortable

explaining to her family why she wanted to change the account on the device, so

she kept using the device as is.

Participants sometimes preferred to stop using an account, rather than having

awkward conversations with the secondary users. P23-P, for example, shared her

Facebook login details with her friend, but she wanted to stop sharing the account

to regain her privacy. However, P23-P felt that deleting the account was a safer

option: “Imagine you were my best friend and then I told you, ‘Hey, I want to

change the password [because I no longer want to share the account with you], but

I don’t want to let you know.’ I think that’s a bit of an awkward situation and [I]

don’t want to go through that, [so] I asked Facebook to delete my account ... [my

friend and I are] still best friends till today.” If P23-P had changed her Facebook

password, she would have to explain to her friend the reason behind the password

change. P23-P told her friend she deleted her Facebook account because she no

longer wanted to continue using Facebook at the time. For P23-P, this was an

easier option than to explain that she wanted to stop sharing the account. P2-P did

not want to have an awkward conversation with his ex-girlfriend about the Netflix

account that he shared with her: “You know what? I was a coward. I didn’t even

tell her [I was going to stop sharing the account]. I just went and changed the

account plan, and she probably figured out what was happening ... .”

The stress of ending the sharing of utility accounts when the primary user
moves out. Ending the sharing of a utility account was difficult. P6-P, for example,

moved out of a household but he was having challenges with ending account shar-

ing, as the Bell internet account “recognized” him as the sole user: “[My former

housemates and I] wanted to transfer the [Bell] account to [one of] my roommate’s

name [but] we had a lot of trouble [doing that]. It was ridiculous.” Explaining the

process, P6-P remarked: “[To stop sharing the account, my roommate, and I] had

to both be on the phone line at the same time ... or we had to go into [Bell] store

at the same time, and it’s hard because people’s schedules are so different. I ended

up closing the account, which is more trouble because now we have to mail back
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the modem to Bell, and [my former roommate] has to open up her own account

[for the household].” In this situation, the utility company treated the account as

a single-user account and hence required a new account to be set up for another

household member. Similarly to Moncur et al. [218] we report the difficulty of

transferring utility accounts at the end of relationships. The novelty of our work is

in exploring these challenges beyond romantic partnerships.

2.4 Discussion

2.4.1 Limitations

Our sample could have been more balanced and diverse. It had more women (64%)

participants. We were also unable to get data from older population groups, though

we did collect data from multiple age groups. In addition, although we investi-

gated various types of personal relationships, among romantic relationships, we

only investigated monogamous relationships.

While all participants stopped sharing at least one online account in the 12

months preceding the study, some of the experiences that participants reported oc-

curred more than a year before the interviews. This may have affected how well

participants recalled their experience. Also, only two participants were attempting

to end sharing when the interviews were conducted. In addition, as with any in-

terviews, the data were self-reported and may have been affected by a number of

systematic biases such as halo effect, social desirability, and acquiescence response

bias [79].

Nonetheless, we believe that the results from our study can serve as a basis

for further research and technology development in supporting the life cycle of

account sharing.

2.4.2 General discussion

The key contribution of this paper is the discovery and categorization of negative

impacts of ending the sharing of DS and NDS accounts on users. This contribution

may inform the design and evaluation of technology support for various ending

scenarios. The prevalence of ending account sharing is yet to be investigated. Most
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recent estimates, however, suggest that sharing of online accounts in the US alone

is widespread: 22% of Spotify users, 45% of Netflix users, and 64% of HBO NOW

users share their passwords [21]. Based on research, most of this sharing eventually

ends. For instance, people break up in a romantic relationship or move out of a

household. We extend previous studies done on shared online accounts [166, 201,

244], and we contribute to the research on the management of digital possessions

after a romantic breakup [155, 218]. While previous research mainly investigates

why and how people share accounts [201, 244], we explore challenges involved in

ending sharing for both single and multi-user accounts.

Below we highlight two overarching themes synthesized from our results, which

characterize user challenges in account sharing and ending.

Access to a shared account could lead to accessing non-shared accounts.
In our study, we asked participants about their behaviors regarding their password

usage. We do not report all our findings on password behaviors, as they are sim-

ilar to the previous findings [154, 168, 171, 345]. Our results suggest that people

reuse passwords (or use similar passwords) across shared and non-shared accounts.

Sometimes, participants seem to forget that their shared accounts have the same or

similar passwords with other accounts, as it was with P13-P, who realized that the

password for her online bank account was the same as the one for a game account

shared with her boyfriend. Besides, some participants reported changing their pass-

words only when requested by the system, or, occasionally, when they ended ac-

count sharing. Access to a shared account, therefore, could facilitate unauthorized

access to other accounts. Also, with infrequent password changes, unauthorized

users can have access to certain accounts for long periods, which is a security and

privacy concern. These concerns emphasize the need for better support of secure

account sharing (without sharing passwords) and its ending.

Our results show that the end of account sharing does not always coin-
cide with the end of the relationship. This is in contrast to previous work,

which suggests that the end of a relationship implies the end of sharing and vice

versa [124, 244, 304]. While we saw this link in those cases when sharing ended

because of the end of dependence or loss of trust (also see Marques et al. [198] on

trust and sharing), this link did not always exist in our data. In fact, one challenge

that primary users faced was finding ways of ending account sharing while still
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maintaining their relationship with the secondary user(s). One particular burden

was having or avoiding awkward conversations about ending access to the account.

2.4.3 Implications for design

In the next two subsections, we suggest how system design can address some of

the challenges in ending account sharing. We acknowledge that there may be non-

technical means, e.g., helping people to develop ethical and moral values, or to

improve their communication skills. At the same time, technology researchers and

developers can explore options for improving support for reasonable use cases and

help users avoid unreasonable sharing, while following the path of least resistance.

We believe (but did not verify) that implementing our suggestions may ben-

efit some users and service providers. All the design suggestions could result in

improved protection of accounts’ privacy and security, as well as better customer

satisfaction. Most of these design improvements could lead to a greater sense of

control among some primary users, and, as a result, reduce some users’ anxiety

about their accounts.

Service providers may also benefit, directly and indirectly, from addressing

the identified challenges. We expect that improved user experience could result in

improved customer satisfaction and fewer customers switching to competing ser-

vices [283, 313, 329]. More generally, the lower the cognitive and psychosocial

cost of securely using an account is, the more compliance budget [18] is left for

users to comply with other requirements and rules of the service provider. In addi-

tion, service providers might see reduced customer support costs, as the proposed

measures may improve account security and reduce abuse and conflict among ac-

count sharing users. It should be noted that a thorough analysis of the usability,

deployability, and effectiveness of these design suggestions is a subject for future

research. Further, we did not consider all user contexts, including abuse contexts,

and need further evaluation to determine if and how the design suggestions pre-

sented here might work for users coping with abuse or other circumstances not

explored in this study.
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Designing for ending DS account sharing

Support transfer of user profiles from an existing to a new account. This would

reduce the effort needed to transfer profiles and recommendations to new accounts

when sharing ends. For instance, when a secondary user of a Netflix-like service

is ending account sharing and wants to create their own account with the same

provider, the provider could offer the option of transferring the profile to the new

account. The transfer can be done by “linking” the old profile to the new account

or by exporting the profile data to the user, who can import it into the new account

later. This would help users keep their personal preferences, history, movie lists,

etc. This is related to the suggestion by Park et al. [244] for romantic relationship

maintenance. We go further by offering a more concrete design recommendation.

We also note that such support may not only benefit relationship maintenance but

could also aid the ending of account sharing. Such a feature could reduce the

burden of “branching off” a shared account, which might increase the likelihood

a user would continue with the same service provider, rather than switching to a

competitor.

Help primary users to remember which accounts they share and with
whom, and help them to end sharing if needed. Service providers could support

users in these tasks by displaying all the devices that have accessed the account

recently or since the last password change, and allowing the user to end account

access for some devices. The account could also be designed to allow the primary

user to label devices, so that the user can easily identify the devices accessing the

account. This design could benefit both the user and the provider by improving

the transparency of the access to the account, which might increase the likelihood

of the user detecting an account compromise early. In turn, early detection of ac-

count compromise might reduce, or even eliminate, the cost of investigation by

the provider’s technical staff. Some account providers (such as Microsoft, Google,

Facebook, and more) already offer some of the features listed, but not all providers

do and we note that they would be helpful in many account ending situations.

Allow users to label devices as primary or secondary. This design might

grant additional privileges to users when they access the account from a primary

device. For example, to help primary users to be aware of which devices are cur-
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rently logged into their accounts, the system might also occasionally prompt users

(when logged in from a primary device) to log secondary devices out. This ac-

count design may benefit users like P20-P, whose boyfriend at the time used her

login credentials to log in to the Tumblr app on his phone, but she was not sure

whether he could still access her account after the breakup. This design may save

primary users from the anxiety of being unsure about access to the account by sec-

ondary users. Also, the design may help some users to have a sense of control over

which secondary users and secondary devices are logged in to their account.

Allow users to limit the duration of a sign in. Users could also be allowed

to set a duration for how long they want to remain logged in. If users do not select

this option, then they are automatically logged out of that device after a set time.

While a “Keep me logged in” option is available on some accounts, we suggest that

developers make it available on all online accounts with the option to specify how

long the user remains logged in. For instance, P22-S had been sharing a Netflix

account for about 18 months, without the knowledge of the primary user. With

this option, P22-S would have been logged out of the account after the set time has

expired, protecting the privacy of the primary user.

Ensure that the primary user always stays in control of the account. Some-

times the primary users face a “racing problem” when ending password-based shar-

ing. When account sharing ends, whoever resets the account password first wins

the race by taking control of the account (e.g., the ex-boyfriend of P8-P hijacked

her dating site account by resetting its password first). This racing problem is also

seen in accounts of some banks. For example, to open a joint account at TD Canada

Trust, both co-owners need to be present, but either co-owner can close the account

(and appropriate the account funds) [15]. We suggest that service providers could

make sure that the primary user keeps control of the account independently of the

actions by the secondary user(s).

Provide an option of equal account sharing. Our results and studies by oth-

ers [166] suggest that romantic couples create cloud storage and email accounts

that they intend to share equally and use them for digital assets and communi-

cations specific to that relationship. The technology could consider providing an

option of “equal” sharing, in which a single primary user cannot just “walk away”

with the account. This design reassures users that they will not lose the control of
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shared digital content when account sharing ends.

Designing for ending NDS account sharing

There are cases of reasonable and unreasonable sharing of NDS accounts. Al-

though NDS accounts are not designed to be shared, participants still shared some

of these accounts because they needed to carry out essential tasks that they could

only accomplish through account sharing. Since such sharing of NDS accounts

does not reduce the revenue of the service providers, we classify it as reasonable.

More precisely, we define as reasonable such cases of sharing NDS accounts that

(1) violate the accounts’ Terms of Service (ToS) but (2) do not reduce the revenue

of the service provider (see Table 2.2). We believe that it would be beneficial (for

both the users and the service providers) if it were easier for users to do reasonable

sharing of these accounts. We discuss later in this subsection how support for rea-

sonable sharing of NDS accounts and its ending can be improved. We also define

unreasonable sharing of NDS accounts if it (1) violates ToS and, compared to the

case when each user has their own account with the provider, (2) reduces its rev-

enue, e.g., multiple users sharing a single-user Netflix account. This dichotomy of

sharing cases is used solely for the purpose of guiding the reader through the dis-

cussion of our recommendations, and with the understanding that service providers

have many factors to consider when deciding whether and how to support sharing,

and our investigation does not explore them all.

ToS Violated Revenue Reduced
Sharing of DS No Not applicable
Reasonable Sharing of NDS Yes No
Unreasonable Sharing of NDS Yes Yes

Table 2.2: The differences between reasonable and unreasonable cases of ac-
count sharing. “ToS” is terms of service.

We suggest that service providers reduce sharing in unreasonable instances by

making sure that the path of least resistance [354] for using their products is via

non-shared accounts. This suggestion may be difficult to implement, as people

circumvent the current barriers put in place to make sharing under unreasonable

instances hard. For example, some participants reported sharing Spotify’s single-
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user account. They used Spotify offline, in airplane mode, when they wanted to

listen to songs. This trick prevented Spotify servers from detecting and logging out

such concurrent listeners. Participants did so to avoid paying the subscription fee

for separate accounts. Apart from lost revenue [63] for the service provider, users’

privacy and security are more at risk when NDS accounts are shared. Exploring

design trade-offs for reducing unreasonable sharing of NDS accounts appears to be

an intriguing open research problem.

Supporting reasonable sharing of NDS accounts.

Some NDS accounts could support safer and easier sharing. As we report in

Cognitive burden subsection of Results, P2-P shared his LinkedIn account with

his friends and freelancers because he needed help in improving his profile. The

availability of many online services that assist users in creating and updating their

LinkedIn profiles [175, 196, 262] suggests that many people have similar needs [272].

The participant had to change and remember his new LinkedIn password each time

the profile edit was completed and sharing ended. Frequent password changes

increase users’ cognitive load and nudge them into the unsafe behavior of shar-

ing their passwords with others. It also likely uses up their security compliance

budget [18], which can lead to choosing easy-to-guess passwords or even reusing

passwords across their accounts (as our participants reported). Findings from our

and other studies [198, 201] suggest that users share their social media accounts for

convenience and to signal trust (see Results section and Table 2.1). For example,

a friend of P18-S shared his Facebook and Instagram accounts because he wanted

P18-S to check his social media messages, to help him keep in touch with his con-

tacts during exams and other hectic periods of his life. In this scenario, it was

convenient for the user to share his account, but doing so by sharing his password

was unnecessary.

Support password-less sharing of account personal content. Rather than

pushing users toward violating terms of use (which make users to agree to “(1) try

to choose a strong and secure password; (2) keep your password secure and confi-

dential” [188]), LinkedIn, Facebook, and similar services could create easier means

for users to provide others with access to (parts of) their profile/content without
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sharing the passwords for their individual accounts. For instance, LinkedIn could

design users’ personal accounts to have sharing functionality, similar to Google

Docs, Overleaf 4, or Facebook Business Pages 5. Users would be able to share

their personal content (in this case users’ social networking profile or personal

posts and direct messages) by granting others edit or review rights. Since our and

others’ findings [99] indicate that passwords are commonly reused across online

accounts, eliminating cases where users have to share their passwords may benefit

both users and service providers by improving security of the accounts.

Support granting of fine-grained permissions to other users. We recom-

mend that users be able to give fine-grained permissions rather than an all-or-

nothing access to their personal content. Social networking sites could design

personal accounts to enable users to give other users the right to view and/or mod-

ify certain parts of their personal content. This could include being able to view

messages, reply to messages, and make posts on the shared accounts. To end the

sharing of the accounts, the primary user would remove the permissions of the

secondary user(s) in the account settings.

These designs may be beneficial to both users and service providers. This is

because for some users, the cost of changing passwords is higher than the cost of

giving secondary users the right to edit a profile. With such designs in place, users

would not even have to share their passwords to begin with. Therefore, ending ac-

count sharing could be simplified without primary users changing their passwords

for the shared account or remembering to avoid using passwords similar to the

ones on their other accounts. This design could also reduce users’ cognitive load

(and indirectly the use of their compliance budget) due to remembering new pass-

words. The feasibility of this suggestion has been demonstrated by Twitter, which

has recently enabled multiple users to share a personal account without sharing its

password [325]. Further, shared passwords give full access to the user’s account,

which violates the principle of least privilege [295]. This design may also bene-

fit the company by reducing customer support costs arising from secondary users

hijacking accounts.

Design household utility accounts with multiple users in mind. There are

4www.overleaf.com/about
5www.facebook.com/business/pages
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many challenges involved in using a single utility account. There is an entan-

glement of service accounts (i.e., accounts used for providing services) and user

accounts that hold billing transaction history, preferences, and information spe-

cific to the user. This entanglement needs to be removed to support the ending of

sharing utility accounts. We suggest that each household could have a set utility

account, e.g., “Apt 131 Electricity,” and the system would be designed to support

Relationship-Based Access Control (RelBAC) [16]. For example, when people

move into apartment 131, their individual accounts are added to the “Apt 131 Elec-

tricity” utility account, and at least one person is designated as a primary user. With

RelBAC, the primary user can assign other users to specific roles. To end sharing

when a user moves out of the apartment, a primary user would remove that user

from the shared account. Such a design would benefit users by making it easier to

transfer the responsibilities for the account. Also, apart from reducing the support

cost for the company, the cost of closing one shared account and opening another

one may be less for both users and the utility providers. There may also be higher

customer satisfaction.

Support household accounts on shared devices. We suggest encouraging

users to set up multi-user “household” accounts on shared devices, rather than

sharing single-user accounts, by explicitly designing support for such accounts.

For example, while Apple provides a “Family Sharing” capability to support the

sharing of purchased content across individual accounts [8], it requires each device

still to be activated with one individual’s Apple ID. As our data suggests, privacy is-

sues arise when single-user accounts are used on the devices shared in households,

and, with time, the psychosocial burden of ending the sharing of such accounts

only increases. Device manufacturers and service providers could consider mak-

ing household accounts first-class citizens. One option could be to include a step

during the device setup process to indicate whether the device is designated to be

shared. If so, then the device could be specifically configured for sharing, so that

each user would use their own account/profile on the device. A benefit for the users

could be the protection of their privacy and security, which is particularly impor-

tant given the potential threat from social insiders [197, 198]. Even though service

providers may prefer that each user possess their own device, our and others’ find-

ings suggest that sharing of devices is common [201]. The potential improvement
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in user experience and reduction of psychosocial burden could benefit users and,

indirectly, the service providers.

2.5 Conclusion
We report various security and privacy challenges involved in the ending of account

sharing in personal relationships. Our findings suggest the need for developers to

consider the various challenges and the different contexts when designing online

shared accounts.
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Chapter 3

Security and Privacy Challenges
of Mass Telecommuting

This chapter reports the security and privacy challenges and threats that people ex-

perience while working from home. Our research aims to provide insight into the

security and privacy concerns associated with telecommuting to help employees

safely work from home while protecting organizations’ confidential information.

Our research question (RQ 2) is: what are employees’ security and privacy chal-

lenges, threats, and perceived risks when working from home? We conducted semi-

structured interviews with 24 participants working from home in the three weeks

preceding the study. We asked questions related to participants’ challenges with

telecommuting. Our results suggest participants experienced challenges, threats,

and potential risks broadly associated with the technological and human dimen-

sions. We also discovered two threat models: one in which the employer’s asset

is at stake and the other in which the employee’s privacy is compromised. We be-

lieve these insights can lead to better support for employees and possibly reduce

cyber-attacks associated with telecommuting during the COVID-19 pandemic and

beyond.

Key contributions of this chapter are:

• We performed the first qualitative study on employee security and privacy

concerns when telecommuting. We identified the perceived risks associated
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with these concerns. We grouped our findings into four categories techno-

logical, human, organizational, and environmental dimensions. In addition,

we grouped our findings into the identified security and privacy risks and

showed the threat models that emerged from our results.

• Second, we discovered concerns that need to be addressed to protect em-

ployee privacy while telecommuting. For instance, it is difficult for employ-

ees to draw the line between their privacy and getting work done-which in

turns maintains their professional relationship. On the one hand, employees

want to maintain their privacy. On the other hand, employers expect em-

ployees to conduct their regular work activities at home, including employ-

ees giving clients their personal phone numbers and risking being scammed.

Participants also had a constant fear that clients could locate their home or

that they could suffer from a break-in. Therefore, there is a needed form of

discourse around how employees and organizations can protect their privacy

and security while telecommuting.

3.1 Definition of Terms
For the sake of clarity, we define some terms. Challenges and threats are often used

interchangeably; however, they do not necessarily mean the same thing. In this pa-

per, we define a threat as “an event or condition that has the potential for causing

asset loss and the undesirable consequences or impact from such loss” [284]. A

challenge is a circumstance that could lead to a threat. And an outcome of a threat

is “an expectation of loss expressed as the probability that a particular threat will

exploit a particular vulnerability with a particular harmful result” [301]. These out-

comes could be loss of organizational data confidentiality, integrity, availability, or

personal privacy loss. We define confidentiality as “the property of non-public in-

formation remaining accessible only to authorized parties” [331]. Privacy “more

narrowly involves personally sensitive information, protecting it, and controlling

how it is shared. ... What information should be private is often a personal choice,

depending on what an individual desires to selectively release.” Integrity is defined

as “the property of data, software or hardware remaining unaltered, except by au-

thorized parties” [331].
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3.2 Related Work
Telecommuting and telework are similar but different. Whaley [343] defines telecom-

muting as “using information and communications technologies (ICTs) to bring

work to the worker, rather than require them to go to the work.” In telecommuting,

the employee does not commute to get to work. Examples of telecommuting could

be working in the home office or working out of the office in the home environ-

ment, for example, the guest house. On the other hand, telework refers to work that

is done somewhere that is a distance from one’s office. Examples of teleworking

could be working at another branch of an office or working at a telework center

with other colleagues. While some types of telework are telecommuting, not all

types of telecommuting are telework [282, 343].

Many previous papers focused on teleworking benefits and aimed to under-

stand problems that stop its widespread adoption by organizations. For instance,

Pyöriä [265] conducted a literature review on the advantages of distributed work,

which the author refers to as telework. Similarly, Kintner [174] conducted surveys

with 1,002 respondents to determine how receptive businesses were to telework

and identified ways to encourage managers to telework. The respondents were

workers in various organizations who were not teleworkers. The author identified

issues that prevented telework adoption, such as inadequate security for protect-

ing transmitted information while teleworking, the high cost of buying the needed

equipment, and the lack of staff available to aid telework transition, among oth-

ers. Our study builds on previous research and conducts qualitative research with

telecommuters. We chose to interview telecommuters to understand their security

and privacy challenges and threats when working from home.

Some papers explored the reasons behind the low adoption of telework before

the pandemic. One of the reasons for low adoption was poor data security. Clear

and Dickson [62] for instance, studied whether telework adoption was influenced

more by levels of worker autonomy, employment flexibility, and management atti-

tudes than technology provision. The authors conducted 303 surveys and 58 inter-

views with representatives of small and medium enterprises (SMEs). In discussing

their results, the authors remarked that data security is “a major disadvantage to the

adoption of telework.” However, the authors did not explain why this was the case.
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Spinellis et al. [309] also hypothesized that SMEs lacked the potential to have good

technical expertise to maintain an adequate security level in teleworking. The work

of Pyöriä [264] is closest to ours. This author conducted a survey and interviews

with employees to understand the low adoption of telework even in big organiza-

tions. The participants, however, were not teleworkers. The authors categorized

their findings into those relating to the individual, the organization, and the com-

munity. They described the pros and cons of telework at each level. The findings

relating to the organization level are closest to our findings. The author found that

some of the drawbacks of teleworking include the problem of employers seeking

new means to surveil and control employees, poor data security, and disruption of

privacy in employees’ homes. Our work differs from Pyöriä’s [264] in two major

ways. First, we interview employees who are currently telecommuting. Our focus

on telecommuting employees helped us to understand the specific challenges these

people are facing. Further, building on Pyöriä’s study, we focus on telecommuters’

security and privacy concerns and find more challenges and threats. Because of the

potential for a number of telecommuters to continue for the long term, our research

becomes even more critical.

Several papers focus on the security and privacy challenges of telecommuting.

However, these papers are not based on empirical data but on hypothetical situa-

tions. For instance, one of the earliest papers on telecommuting was written by

Sturgeon [312]. The author used a hypothetical case study to highlight vulnerabili-

ties. The author predicted threats and risks to organizations’ confidential data when

telecommuting using the Simplified Threat and Risk Assessment Process [312]. A

more recent paper by Okereafor and Manny [234] provides an overview of security

issues that are related to telecommuting and videoconferencing apps. The authors

predicted issues related to workers’ geographic location such as workers’ telecom-

muting in locations with poor Wi-Fi networks and workers being distracted while

working from home, which could lead to dangerous errors. The authors also high-

lighted other general issues such as telecommuting devices using a lot of bandwidth

and reduction in employees’ productivity while working from home.

Our paper is the first to provide a qualitative study on telecommuters to un-

derstand their security and privacy challenges, threats, and perceived outcomes of

threats. We chose to conduct a qualitative study to understand why people face
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some of the predicted challenges and how they experience them. Qualitative stud-

ies help answer “why” questions and provide an in-depth understanding of what

is being studied [270]. We believe that a more in-depth analysis of these concerns

will help researchers better understand the challenges and start a discourse on ways

of addressing them.

3.3 Methods

3.3.1 Participant Recruitment

We recruited participants by advertising on Facebook, LinkedIn, and Kijiji using

the platforms’ paid advertisement functionalities. Potential participants filled out

an eligibility survey. To be eligible to take part in the study, participants had to

be 19 years or older. Participants had to have worked full-time physically in an

office space in the year preceding the study. Participants had to have been working

with computers for at least three days a week, so that we could explore current

challenges they might be facing with the technology. Further, participants had to

have been working remotely full-time in the last three weeks preceding the study.

The latter inclusion criteria was to ensure that participants would remember recent

experiences with working from home.

3.3.2 Participants’ Demographics

ID Age Gender Educational level Place of work Position at work Number of employees Location
P1 24 W Bachelor’s University Digital communications specialist - Montreal, Quebec
P2 32 W Master’s Library Manager of marketing and communications - Montreal, Quebec
P3 31 W Master’s University Research assistant 14 Kitchener, Ontario
P4 36 W Master’s Community organization Occupational therapist 2,000+ Mount Pearl, Newfoundland
P5 49 W Master’s IT firm Sales director 10,000+ Caledonia, Ontario
P6 51 M Bachelor’s Provincial government Senior staff - Halifax, Nova Scotia
P7 47 M High school High school Network engineer 11,000 Mono, Ontario
P8 61 M Bachelor’s Children’s science museum Accounting supervisor 101 Vancouver, British Columbia
P9 24 W Bachelor’s Federal tax agency Call center agent 40,000 Ottawa, Ontario
P10 38 M Bachelor’s Realtor Mortgage broker 11,000 Mono, Ontario
P11 52 M Bachelor’s Community center Health director 85 Port Hardy, British Columbia
P12 31 M College Telecommunications Account manager - -
P13 25 W Bachelor’s Car sharing service Business operations manager 22,000 Vancouver, British Columbia
P14 64 M Bachelor’s Cannabis producer Call center representative 37,000+ New Maryland Parish, New Brunswick
P15 31 M Bachelor’s Telecommunications company Customer service rep 37,000+ New Maryland Parish, New Brunswick
P16 47 M Master’s Public transport services Director in the planning department 4,000 Toronto, Ontario
P17 38 W Master’s Elementary school Education assistant - Dawson Creek, British Columbia
P18 38 M College Arts and culture management organization Executive director 3 Vancouver, British Columbia
P19 43 M Bachelor’s University Business support analyst 10,000+ Vancouver, British Columbia
P20 30 M Bachelor’s College Assistant registrar systems and reporting - -
P21 53 M Master’s Securities commission Senior project manager - -
P22 48 M College Telecommunications provider Customer service call agent - -
P23 59 W College High school School secretary - -
P24 24 W College High school School teacher 35 Halifax, Nova Scotia

Table 3.1: Demographics of participants.
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3.3.3 Interview Procedure

We proceeded with the interviews after the participants gave informed consent to

participate in the study. To avoid priming, we told participants that the aim of the

study was to understand their experiences working from home.

We asked participants for demographic information and about their general

experiences working from home. Based on these experiences, participants were

asked further questions regarding what they enjoyed about working from home and

what they would love to change about their experience (if anything). Participants

were also asked to list new technologies that they had been using to work from

home. We asked further questions about participants’ thoughts about using the

technologies (see Appendix B.1). Afterward, we compensated the participants.

One or two researchers took part in each interview session. All interview sessions

were audio recorded.

3.3.4 Data Collection

We piloted our study procedure with two participants. Based on the feedback from

the pilot interviews, we improved the clarity of the questions. All other instruments

in the main study remained the same as those used in the pilot.

We carried out semi-structured individual interviews with all recruited partic-

ipants. This allowed them to express their thoughts in their own way and to add

information as they saw fit, without the restrictions of structured interviews [65].

All interviews were conducted either via Skype or Zoom, based on partici-

pants’ choice. We chose to conduct online interviews due to the restrictions placed

on in-person meetings resulting from the COVID-19 pandemic. Participants were

compensated with CAD $20, sent via e-transfer. Data collection was done from

March to September 2020. Our university’s Behavioural Research Ethics Board

(ID: H20-01219) approved the research before any data collection took place.

3.3.5 Data Analysis

Two researchers transcribed and coded more than 18 hours of recorded interview

sessions, each an average of 44 minutes long. Interviews were analyzed using the-

matic analysis [126], a “set of procedures designed to identify and examine themes
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from textual data in a way that is transparent and credible” [125]. We followed the

data analysis steps outlined by Guest et al. [125]. Two researchers segmented and

coded the transcribed interviews into categories, types, and relationships to develop

the codebook. Afterward, three researchers identified the themes that emerged

from the data. In addition, four researchers engaged in a code and theme sort-

ing exercise to come to a consensus on the identified themes. We conducted data

analysis concurrently with the collection and reached theoretical saturation after

21 interviews, as no new codes emerged from the last three data collection sessions

(see saturation graph in Figure 3.1).

3.4 Saturation Graph
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Figure 3.1: Total number of codes after each interview.

3.5 Results
We present our findings in the form of the challenges and perceived threats, which

we categorized into technological, human, organizational, and environmental di-

mensions. We also link them to perceived outcomes of threats.
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3.5.1 Participants

We recruited a diverse set of 24 Canadian participants. They were 19 to 64 years

old (mean 41 and median 38), with 14 of them identified as men. Table 3.1 shows

the demographics of the participants regarding age, gender, educational level, place

of work and job, as well as size of the employer and geographic region (when

available).

3.5.2 Technological Dimension

Challenges related to technological dimensions are due to the use of technology

while telecommuting. These challenges could result in threats to the security and

personal privacy.

Sharing work information in unauthorized ways

Some participants used unofficial online communication channels to share work-

related information. This action was a security concern as it was unclear whether

these unauthorized technological solutions satisfied employers’ data security re-

quirements. Since different communication solutions have varying degrees of com-

pliance with organizations’ security and privacy requirements, using these solu-

tions could lead to various security and privacy threats for both the organization

and its employees. This action could also lead to the outcome of threat of the loss

of the data confidentiality.

One reason for using unauthorized channels was low usability of the autho-
rized channels. For instance, P15 (customer service representative) was supposed

to use Bell Total Connect (BETC). However, he found it unusable: “[To use BETC]

you’ve got to request access, then you download it, and then you’ve got to have

your credentials in place. ... It’s a complicated program.” P15 ended up using

Facebook and sometimes text messages to communicate work-related information

with his boss and colleagues while telecommuting.

Another reason for the use of alternative communication channels was because

most of our participants’ colleagues were already using them. It was therefore

easier to reach colleagues there. P14 (call center representative) explained: “We do

have a chat [function] in our [official] program, [but it’s] just that everybody’s on
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Facebook Messenger. So whether you like Facebook or not, you’re kind of forced

to use Facebook. And so I [use Facebook since] everybody’s there.”

Sacrificing personal privacy and security

There were many instances where participants sacrificed their privacy or security

to telecommute. We discuss these instances below.

The tension between professionalism and privacy on video calls. Many

participants experienced tension and uncertainty around the use of their webcams

during work meetings. For the sake of personal privacy, participants wanted to keep

their video cameras off during some periods of work calls. However, they were

uncertain whether doing so made them appear less professional or serious about

their job. For P16 (planning department director), having the webcam on during

work meetings was a necessity, although his colleagues did not necessarily agree:

“People should be available on video if they’re doing work during the workday.

[However,] that [is] a concern for some people. I have a colleague, and today she

said, ‘I can’t show you my video because my hair is in an Afro.’ ... Maybe she

didn’t want people to say something, or to notice, or to make a case out of it.”

P21 (senior project manager) also explained the dilemma: “I can’t force [peo-

ple to turn their video on]. It’s their home, so I can’t really force them; I can

only insist. I know that some of the managers in our organization make [a] point

of telling [employees to] turn [their video] on during the meeting, [because the

employees] have to be paying attention.”

Some participants felt that having the video camera on was an invasion of their

privacy. Participants feared that people could take screenshots of them without

their consent. P18 (executive director), explained this concern: “I’ve thought about

[people taking screenshots during video meetings], ’cause I know people who have

[done that]. I have a call every two weeks, and there’s usually about eight or

nine of us [on the call], and I know that they’re taking screenshots of the video

[meeting], but I wish ... a part of me feels like, there should be a notification

feature [on the teleconferencing app that shows] if somebody’s doing a screenshot

[during meetings] or if they save an image. My preference is that people ask if

they’re going to do a screenshot for whatever reason.” Having webcams on also
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virtually invited co-workers into participants’ homes, which was seen as a privacy

invasion. P5 (sales director) explained: “[Through video calls,] you’re inviting a

lot of people into [your] home that [you] wouldn’t have otherwise. So you’re here

[on the video call], your kids are walking by, or other family members or your dog

or whatever the case may be, [and] you may not want people to see [all of that].”

P3 (research assistant) further explained: “[Work video meetings] certainly blur

that line between your home life and your workplace. Like right now, you’re in my

kitchen with me. Normally co-workers wouldn’t necessarily be inside the house,

which is sort of a weird ... it changes that relationship [with my co-workers].”

Having webcams on during work meetings leads to the loss of employee’s privacy.

While some of these challenges can be solved using virtual backgrounds [303,

318, 359], participants had issues with the availability and usefulness of virtual

backgrounds. First, not all videoconferencing apps fully support virtual back-

grounds [209]. Second, not all participants liked the idea of using a virtual back-

ground as they found the concept of virtual backgrounds to be too dull or unexcit-

ing. Third, virtual backgrounds do not guarantee that people walking by will not

pop up on the screen [279].

The design of some tools made it difficult for employees to maintain secu-
rity while working from home. This challenge sometimes led to the organiza-

tional outcome of threat of the loss of the data confidentiality. For instance, phones

that used the same port for charging and connecting headphones were a challenge

in case of long and frequent calls: “I think the biggest issue [with working from

home] for me is [my phone]. If I’ve got a day that is heavily focused on a lot of

client stuff, then I have to continue using my work phone, which can be problematic

ever since they’ve got rid of the bloody plugin that you can put your headphones

in and [replaced] it with [one port], because that’s [the port] I need to charge

my damn phone with. So I have, on occasion, had it plugged in [to charge] and

used it without headphones. And technically, depending on the voice tones of the

other person [on the other end of the phone], somebody may have [over]heard our

conversation.” [P11 (health director)]. This was a security concern because house-

mates could overhear confidential information (§3.5.3). The participant sacrificed

the confidentiality of his work calls to get the job done. In some cases, to use head-

phones and maintain security, P11 switched from taking calls on his work phone
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and used his personal phone instead. However, our results also suggest that us-

ing personal phones to manage work conversations could be a security and privacy

concern, as we explain below.

Employees share their personal information to aid telecommuting. Some

participants shared personal phone numbers or home addresses with colleagues

and clients. In some cases they used their personal devices to work from home.

These actions sometimes made it difficult for participants to draw the line between

their personal and work lives. P8 (accounting supervisor), for instance, could not

“move” his work landline home. So he gave the clients his personal phone num-

ber. Prior to working from home, P8 never picked up calls from unknown numbers

because he was afraid of being scammed. That changed after giving his personal

number to work clients: “[Recently I received a call from an unknown number.]

First ... I wasn’t going to answer [but] then I [decided to] answer [and] I was

really lucky that I took the call because it was [from] the government. And [the

government] was just verifying information so that they could pay [my organiza-

tion] the subsidy. So if I’d refused that call, it would have really slowed down the

payment, and then my boss would have been mad at me, because we were rush-

ing around to submit our application. So of course now I’m answering more calls

on my [personal phone], and I don’t screen it as closely as I [used to do] before.

If I’m going to work from home, that’s part of working from home. I’m going to

pick up the phone for numbers that I don’t know.” P8 sacrificed his privacy and

precautionary safety measure to continue his regular work activities at home.

When asked if he still had a fear of picking up a call from a scammer, P8

replied: “I’m afraid if I pick up [a] call from a scammer, that somehow they are

going to know that there is a live person at the end of the line and then they’re

going to get me more scam calls. [But] I’m afraid that if I miss a business call,

then I’m going to get criticized by my boss because it affects my work, [and] I

[end up not] do[ing] something [at work] fast enough. And the boss will be mad,

because I didn’t pick up a phone call.”

P23 (school secretary) further remarked: “I had to use my own personal cell

phone to communicate with parents. That part of [telecommuting] was awkward ...

because now I find the parents text me or leave me a message to get information.

For me [giving out my phone number] does cross the boundary. I always have tried
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to separate as much as I could, my private life from my work life ... it was basically

just assumed upon us [by the organization] when [the organization] decided they

were going to [send us home to work]. ... I probably could have done [the call

blocking code], but I didn’t do that. I do believe you get charged for [doing that]

so I didn’t want to have that fee on top of other fees.”

In some cases this challenge included giving coworkers participants’ home ad-

dresses. P3 further explained: “So if I asked my coworker to pick something up

from my office, then probably he might drop it off at my house. So then he would

know where I live. So I feel like it starts to open up some kind of personal privacy

[issue].”

The use of some technological tools in telecommuting made it easy to mon-
itor participants’ activities. For example, the User Presence feature [320] in Mi-

crosoft Teams makes it easy to determine a user’s activities online. Some partic-

ipants were concerned of their privacy being further reduced by this feature, as

illustrated by P16: “I notice that you can tell who is on their computer and who is

not, [using Microsoft Teams]. For example, now I can type any name, and I can

see [who is online and who is not]. [The] red [button] means that they’re on a

[Microsoft Teams] call or [in] a meeting; green means that they’re on their com-

puter, but not in a meeting. And yellow means that they’ve walked away from their

computer and the little X means the computer’s turned off. I find that [that] can

be used to monitor whether people are at their desk or not. So, for example, a

manager can check whether their employee is yellow, green, or red, and they could

be green and surfing the ’net, and they could be yellow and reading a document

[on] the computer. ... [Managers] might jump to conclusions [in] thinking that an

employee should be either green or red, but not yellow, because yellow means that

they’re not [at] the computer.”

Unauthorized people controlling participants’ computer remotely. The

possibility that people’s computers could be remotely controlled was a privacy and

security challenge for participants. Some jobs require participants to give their

employers or customers remote access to their computers. However, in giving em-

ployers remote access, participants feared that their employer would be able to

access other parts of their computers remotely which could lead to unauthorized

access to data and loss of privacy. When teaching students online, the job of P17
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(education assistant) requires her to give her students remote access to her com-

puter so that they can play an educational game: “When we are sharing the screen

with [another] person, we ... give [remote] control to the other person, [and] that

was [a] concern because that person can go on your computer and probably check

anything on your desktop. [For example, after giving remote control to a student],

then that student can control my screen ... or can check anything.”

Reducing security for usability

To make some technological tools usable, security was sometimes sacrificed. We

discuss some instances where security and privacy were sacrificed for usability

while telecommuting.

Employees bypassed organizations’ security measures to make use of tech-
nological tools. As a security measure, some work-from-home phones were too

locked down, and participants did not find them usable enough. Participants some-

times came up with workaround solutions that were less secure. These workarounds

would result in even higher consequence of threat to the confidentiality of the or-

ganization’s data than the task they were trying to accomplish, as illustrated by the

story of P6 (senior staff): “The [work] iPhone that I [use] is so well locked down

that I cannot copy and paste from an email into a text message. [If I try to do that,

the work iPhone] says ‘You cannot paste your organization’s data here,’ and it’s

a complete pain because there are times when [I’m] communicating with my boss

by text message where she says, ‘Can you just send me that phone number?’ [or]

like an email address or something like that. [I] can just type [the information my

boss is asking], but my memory is terrible. I would always copy and paste some-

thing rather than [type] it. [It’s] a particularly annoying feature and so I found a

workaround: If I had something that I needed to text to my boss, I [would] actually

send the email from my work email address to my home email address, then use my

[personal] iPhone to cut and paste the information into a text and send.”

Reduced security of technology to aid usability. To enable employees to

work effectively from home, sometimes IT personnel reduced the security of some

organizations’ devices. Such compromises could reduce organizational data confi-

dentiality and integrity and violates organization’s security control rules and poli-
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cies. P8 narrated a related experience: “[I] brought [a second] monitor home

when I first remote accessed [in to work]. The second monitor did not work, and

so I complained to the IT manager, and [the IT manager] said [that] for security

purposes the standard remote logging software simply does not allow two moni-

tors. So the IT manager said, ‘[P8’s name], don’t tell anybody else this because

it’s not good control, but I made you a special URL, and now you can access [the

work computers remotely with] two monitors.’ I’m guessing that by giving me this

special URL [designed just] for me, I have more access to the [organization’s]

information... . So I think it’s weaker control over the security of [people’s] infor-

mation.’ And [the IT guy] did tell me, ‘Don’t tell anyone else; I’m just doing this as

a favor for you,’ because IT [has] to maintain the security of the computer network.

And if there was a hack or break-in, [the IT manager] would get blame[d]. So I

have not told anyone else, but really I should tell my colleagues because it would

speed up their work, [but] I’m afraid I’ll lose the special favor with the IT manager

if I tell anybody else.”

3.5.3 Environmental Dimension

There were threats specific to the home work environment. They were mostly

expressed as fears and concerns. We describe these threats below.

Household members can access the organization’s confidential information

There were concerns about others in the household overhearing the organization’s

confidential information. This was a particular concern for participants with house-

mates. In some cases, participants shared office space with their housemates. In

other instances, the house had thin walls, and the house occupants and guests could

overhear conversations held in various locations within the house. Some partici-

pants’ jobs included handling confidential information; therefore, a security threat

was that others could overhear these conversations. This led to the organizational

outcome of threat of the loss of data confidentiality. For instance, P15, who had

three roommates and worked from the dining area of his house, explained: “If

[clients are] giving me [their] credit card information, and I’m reading [the credit

card details] back to [them, I would be] around people [in the house while reading
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the details]. Frankly, I don’t think I’ll be able to avoid [my roommates’ overhear-

ing] until I go back to the office. ... Right now, if somebody comes into the kitchen

[to] make food, I could be on a call, [and] that makes things a little awkward at

times.”

Participants feared that their customers and colleagues could overhear private

conversations from participants’ homes. They were concerned with the loss of

their and other housemates’ privacy. P9 (call center agent), explained this concern:

“We have very thin walls in my house, and my room is right beside the bathroom.

And a lot of times when my parents are calling [for] my brothers’ [attention], I

can hear [my parents] through the wall. Sometimes I have text[ed] my brothers

[saying], ‘Hey, can you please keep it down? I’m on the phone with a taxpayer.

And they may be able to hear you through my headset.’ [At] home you can almost

hear everything that goes on.”

There was also the possibility of unauthorized people viewing employer’s con-

fidential data. For instance, P11, who worked from his dining room, explained:

“[I] had multiple eye surgeries last year, so I don’t really see out of this [eye]. So

I have a big screen in our dining room, which is completely open to our kitchen.

And then [on] another side, it’s kind of an open concept: living room, dining room,

[and] kitchen. If anybody was coming in and walking around, they could have

seen documents that I was working on the large screen, because it blows it up quite

large, so it’s quite legible to anybody that wanted to read it.” This is a security

threat, as P11 sometimes works on clients’ confidential information.

Employee’s location could be traced

Some participants feared that some of the work calls made from home could be

traced back to their location. This would result in the loss of their privacy. To

illustrate, P9 works with the government and sometimes takes phone calls from

angry citizens. While telecommuting, P9 uses her work mobile phone to make

and receive calls from clients at home. P9 remarked: “Sometimes, I wonder if

[clients] are able to trace my phone calls. I know they’re not [able to] because

my [work] phone number doesn’t pinpoint the exact location I am in. I work with

[people’s social insurance/security] numbers [and] addresses [on my system, and]
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a lot of the times when I get calls, some of them I realized have been close to my

neighborhood. There was one call I received that was actually two streets down

from where I was staying. And I [thought], ‘[What] if this person knew where I was

located?’ Sometimes I wonder, ‘Oh, man, like if they knew where I was located,

would they come to my house and ask me to do stuff?” While this threat may be

improbable, this fear made the participant anxious about handling work phone calls

from home.

People might break into employee’s house

There was a fear that someone could break into participants’ houses to steal the

company’s equipment. This was a security concern and a constant fear for few par-

ticipants who took home expensive work devices to aid telecommuting. If realized,

this consequence of threat could result in the violation of participants’ privacy and

safety, loss of system availability, as well as data confidentiality and integrity, and,

in extreme cases, the loss of life. For instance, P11 explained: “My only other

massive fear is, what if I had a break-in and somebody stole my [work] laptop?

I mean, I have great confidence that that wouldn’t happen, but it absolutely has

been a fear. I think that’s probably [the] only sort of ... situation that genuinely

creates the occasional bit of anxiety for me ... ‘Jesus, how do I know I am [se-

cure]?’ [Someone breaking in] seems like one of those improbable situations, but

not impossible. So, even saying it out loud makes me nervous that somehow I am

creating that reality now, because we certainly have people [in my neighborhood]

with addictions who sooner or later need to feed their addictions and need to get

money and sometimes get desperate.”

3.5.4 Human Dimension

These are challenges that were specific to individuals and their varying capabilities

or limitations. We explain these challenges below.

Challenges with using the technology

Some participants were not tech-savvy, which made it harder for them to switch

to full-time telecommuting. P7 (network engineer), for instance, remarked: “The
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human aspect of security is always the biggest problem. [The IT personnel] are

not there to monitor what everyone does at home on their computers all the time.

Users don’t know how to properly explain what their [technological] issue is; they

use end-user terminology instead of technical terminology. So trying to translate

the communication with the users was the biggest challenge. [When users had a

technical issue,] trying to get them to explain to us what the problem [was chal-

lenging].”

Lack of technical knowledge could lead to dangerous errors. This outcome of

threat was particularly a concern when there was a disconnect between the partic-

ipants’ knowledge and what the organization expected them to do. For instance,

some participants could fail to install security-critical software updates on their

work systems while telecommuting, due to the lack of the technical capacity to

do so. This challenge could lead to the loss of integrity and confidentiality of the

organizational data, should employees’ computers become targets of cyber-attacks.

The lack of technological competence was also reflected in poor understanding

of security. For example, when discussing virtual private networks (VPNs), P1

(digital communications specialist) remarked: “VPN, is ... something that secures

your laptop. I just know [VPN] makes everything safe. You can’t get hacked.

You can’t [have] none of that [hacking]. Everything’s secured.” In this particular

case, P1 assumed that once she connected to her employer’s network using a VPN,

everything on her laptop was secure.

The challenge of distinguishing real organizational emails from phishing ones

Participants had difficulty distinguishing between real organizational emails and

phishing ones. Sometimes, employees had been so much sensitized about phishing

emails that they would classify real organizational emails as phishing. P7 shared an

illustrative story: “[Prior to working from home, my organization had [a] service

that would do hands-on training [and send] out test fake emails to [employees].

If anyone clicked on [one of these fake emails], they’d get a warning, that [said],

‘By the way, this is not real; this is a phishing email.’ Now, [while employees have

been working from home], we were sending out updates regarding viruses and anti-

viruses and then people were reporting [them] as [phishing emails], not realizing
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it was a legitimate board email. [People have become] too paranoid.”

It was hard for some participants to recognize legitimate work-from-home pre-

cautions and apply them as needed. Some of these precautions are required to

protect the confidentiality and integrity of work data. Therefore, similar to the

challenges of using technology (§3.5.4), this challenge could lead to the loss of

confidentiality and integrity of organizational data.

3.5.5 Organizational Dimension

The major challenge was that organizations sometimes provided few or no guide-

lines on how to telecommute. We define telecommuting guidelines as a set of

instructions for employees about what to take home from work, how to set up their

home office, and how to ensure the security and privacy of work-related informa-

tion. We discuss this challenge below and explain how it led to other security and

privacy issues for participants.

Many participants received little or no guidance on telecommuting. P15, for

instance, was handling financial information while working from home. However,

it was unclear to him how he would do that safely. When asked about guidelines

regarding working from home, he explained: “We barely get told anything [regard-

ing telecommuting]. ... There hasn’t been any communication with regard to how

to handle confidential conversations over the phone. We just use our discretion [in

handling financial] matters [over the phone].

Telecommuting violates the organizations’ work policies. For some orga-

nizations, working from home violates the organization’s policies, and therefore,

there are no guidelines for employees. When P11 was asked about the work-

from-home guidelines instituted by his organization, he remarked: “There were no

guidelines [for telecommuting;] in fact, ... [working from home] is breaking [the]

guidelines. ... We had just recently completed a very thick policy manual about

data protection, information, privacy, [and] security ... that indicated [that] you

don’t take anything [from] work [to] home. All work will be done from the office.

So in fact, having to respond to the pandemic created a conflict with recent policies

around the security of information.” As such, people in some organizations had no

guidelines on how to work from home.
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Participants, therefore, came up with their own norms of working from home.

They used their own understanding and interpretation of security and privacy best

practices. For instance, when asked about her work-from-home practices, P3 ex-

plained: “[Be]cause I’m working on my personal computer, [I’m] not saving any-

thing on my actual computer a whole lot. ... I save everything on my [USB] stick.

It’s not too hard [to remember to save files on my USB stick] because I just leave

the stick plugged into my computer ... so it’s right there.” P3 further explained

that she secured her laptop by using a password, though her USB stick was not en-

crypted or password protected. Since P3’s USB stick was always plugged into the

computer, the information saved on the USB stick was only as secure as the infor-

mation saved on her personal computer or even less. The concern is that attackers

(who could be household members) need a password to access the files saved on

P3’s laptop, but attackers can easily access the USB stick files. This challenge

could lead to the organizational outcome of threat of the loss of data confidentiality

if attackers had access to the USB stick.

3.6 Discussion

3.6.1 Limitations

Our sample could have been more balanced and diverse. It had more male (56%)

participants, though statistics show that more men are employed than women [239].

The average and median age were 41 and 38, respectively. We could have recruited

more older participants. However, the oldest participant was 64, and statistics show

that on average the age of retirement is 62 [44, 298]. Furthermore, as with most

qualitative research, the data were self-reported and may have been affected by

several systematic biases such as social desirability, halo effect, and acquiescence

response bias [79]. Nonetheless, we believe that our study results can serve as a

background for further research and discourse on how to improve the security and

privacy of telecommuters.
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Figure 3.2: The relationship between challenges, threats, and the outcomes
of threats. Arrows link challenges\threats to the outcomes of the threat.

3.6.2 General discussion

Our findings point to the security and privacy challenges, threats, and potential out-

comes of threats that participants perceive while telecommuting. Figure 3.2 illus-

trates the consequences of a threat that could arise due to the identified challenges

and threats with telecommuting, which we described in the previous section. In this

section, we generalize discussion of the results in the form of perceived outcomes

of threats to telecommuters and their employers. In Table 3.2 and Table 3.3, we

present the challenges and threats, as perceived by participants, and show how they

could lead to various outcomes of threats. We identified participants’ perceived

outcome of threat in which the organization’s assets are at stake (Table 3.3). In con-

trast with office work, mass telecommuting introduces additional consequences of

threats. The participants’ privacy, data, and in some cases, well-being are at stake

(Table 3.2). In the rest of the discussion section, we describe both types of these

outcomes of threats and discuss options for mitigating some of them. It should be
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noted, however, that proper evaluation of these countermeasures is subject to future

research.

While some of the challenges and threats are not unique to telecommuting, the

issues are amplified in scale and severity when workers solely rely on telecom-

muting. The severity of the challenge gets intensified due to the lack of phys-

ical proximity among coworkers for many weeks, if not months. For example,

confidential information may have never been shared through unauthorized means

(§3.5.2), because employees would meet in person. However, mass telecommuting

takes away that opportunity, leaving employees with nothing else but to rely solely

on online solutions, some of which (in isolation or in combination with other tech-

nologies) turned out to be over-restrictive or otherwise have less than acceptable

usability (§3.5.2). Another example is the possibility of using technological tools

to monitor employees’ activities, which could result in an invasion of their privacy

(§3.5.2). This challenge could lead to bigger issues, such as monitoring employees’

or coworkers’ daily routine even during weekends. These privacy issues became

much more of a concern when long-term mass telecommuting became widespread

overnight and might even remain so after the pandemic [48, 61, 172, 271]. Identi-

fying and addressing these challenges, therefore, would go a long way toward im-

proving telecommuting beyond the pandemic. Further, mass telecommuting could

also happen in emergency situations such as power outages, earthquakes, and other

natural and human-made disasters. In the rest of this section, we categorize rec-

ommendations into three types, according to the intended audience: organizations

(R-O), employees (R-E), and those working with telecommuters (R-T).

3.6.3 Perceived Outcome of Threat Toward Workers

Telecommuting elevates the outcomes of threats to personal safety for employees

and their households. Some participants worried that angry clients could locate

their homes and terrorize them (§3.5.3). Other participants were anxious that crim-

inals could break into their homes and steal their organizations’ expensive work

devices while also putting participants’ privacy and safety at risk (§3.5.3). These

anxieties could negatively affect employees’ productivity, job satisfaction or em-

ployee retention while telecommuting [103, 205, 252]. Physical security at work
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is the responsibility of the employer and is commonly implemented by monitoring

and controlling access to the office space and parking lots, and by stationing secu-

rity personnel in the office buildings [31, 122, 300]. In the telecommuting scenario,

however, the expensive work equipment now resides in the employees’ homes, and

there is no physical security provided. Organizations could implement encryption

of the computer’s hard drive to safeguard their data [161, 183, 296, 332]. How-

ever, the safety of the employees and the household members is also at risk due to

telecommuting. Therefore, telecommuting produces a negative externality [164],

as it is the employer that benefits from the employee being able to telecommute,

but it is the household members who have to mitigate the elevated risk to physical

safety and the psychological trauma that comes with it.

Employers can put measures in place to manage the safety of the telecommuters

and their households (R-O). Organizations need to be sensitive to the employees’

physical security and consider the reality that different employees live in neigh-

borhoods with varying safety levels (§3.5.3). Organizations can be mindful of this

threat and manage it as part of their policies or processes for handling work from

home. For long-term (and full-time) telecommuting, the employers could consider

setting up home alarm systems for their employees. The employers could also look

into setting up work hubs where the organization’s devices could be set up and the

employee’s safety is protected. Further, employers can educate employees about

security measures at the work hub to allay their fears. We also suggest that or-

ganizations provide clear guidelines on managing the home-work environment to

optimize employees’ physical safety. For instance, similar to on-site organizational

security measures, employers could develop processes for physical security while

telecommuting, such as help lines or safety routines that employees could use if

the organization’s clients/customers misuse employees’ personal data.

Loss of workers’ privacy is the major theme that emerged in the interviews. As

can be seen in the rightmost column of Table 3.2, every type of concern is related

to this theme. The main reason for its omnipresence, we believe, is that telecom-

muting is a hybrid work situation, where employees are at home but expected to

carry out the organization’s activities. Therefore, employees must behave in a spe-

cific way, which comes at the cost of their privacy. For instance, employees gave

clients and coworkers (and even sometimes customers) their own phone numbers
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Table 3.2: Perceived outcome of threat toward workers

Asset Employee’s behavior Threat agents Reason for concern Threat Outcome of threat

1. Employee’s per-
sonal phone number
and home address

Employee giving coworkers
their personal information to
aid telecommuting

Coworkers a. Violation of personal
boundaries
b. Less control over who
has access to personal in-
formation

a. Coworkers could use em-
ployee’s personal information
for purposes other than initially
declared
b. Sharing of personal informa-
tion without permission from
the subject of the information

a. Misuse and unautho-
rized sharing of shared
personal data
b. Loss of privacy
(§3.5.2)

2a. Employee’s
money
b. Employee’s
privacy

Employee picking up calls
from unknown numbers, not
screening phone calls

Phone scam-
mers

Reduced protection from
scam calls

a. Phone scammers could ob-
tain employee’s financial infor-
mation
b. Increase in scam calls

a. Abuse of personal
data
b. Becoming a victim of
scams
c. Loss of privacy
(§3.5.2)

3a. Employee’s pri-
vate home setting
b. Housemates’ pri-
vacy c. Employee’s
privacy

Employee forced to turn on
their video camera during
telecommuting

Coworkers a. Personal environment of
the employee is exposed to
coworkers
b. Lack of privacy in the
home environment VS the
work environment

a. Coworkers seeing em-
ployee’s private environment
and housemates
b. Employee’s improper dis-
closure of themselves

a. Accidental disclo-
sure
b. Loss of privacy
(§3.5.2)

4. Employee’s rou-
tine

Using technological tools that
make it easy to monitor em-
ployees

Coworkers,
managers

Coworkers and managers
can monitor employee’s
activities and routine

Coworkers and managers could
use this information to predict
employee’s routine

Loss of privacy
(§3.5.2)

5. Employee’s per-
sonal data

Giving students remote access
to the employee’s computer

Students Due to a lack of computer
knowledge, there is uncer-
tainty about what students
can do on the employee’s
laptop when given remote
access via videoconferenc-
ing

Students could control the
computer of a non–tech-savvy
employee and access personal
data

a. Abuse of personal
data
b. Loss of privacy
(§3.5.2)

6. Employee’s safety Calling customer/client from
home

Customer/client Unmasked work phone
number

An angry customer/client
could locate employee’s home
by tracing phone calls made to
the customer/client

a. Abuse of personal
data
b. Loss of life
c. Loss of privacy
(§3.5.3)

7. Employee’s safety Distributing care packages
from home

Criminals
present in
neighborhood

Physical harm by intrud-
ers during a break-in to the
house

Physical harm and injury a. Loss of life
b. Loss of privacy
§3.5.3)

and other personal information (§3.5.2). The participants had other privacy bound-

aries (e.g., by answering phone calls from unknown numbers) compromised to

facilitate telecommuting (§3.5.2). Workers were also worried about others taking

screenshots of them without their consent during video calls (§3.5.2) and others

feared that their clients and colleagues could overhear personal conversations tak-

ing place at the workers’ homes (§3.5.3).

There are various ways for employers to aid their employees in maintaining

privacy while working from home. Organizations can provide some form of phone

number masking (which prevents others from knowing the actual phone number

of the caller) or VoIP solutions [225] to employees who have to use their personal

phones for work [113] (R-O). Further, we suggest technology support for alerting

participants of video calls when screenshots are taken, to help employees main-
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Table 3.3: Perceived outcome of threat toward organizations

Asset Employee’s behavior Threat agents Reason for concern Threat Outcome of threat

1. Confidential infor-
mation

Putting organizations’ and cus-
tomers’ confidential informa-
tion on social media platforms

Employees of
social media
platforms,
cybercriminals

Lack of confidentiality on
social media platforms

a. Employees of the social me-
dia platform could spy on the
organization’s confidential data
b. Cybercriminals could ex-
ploit the vulnerabilities of so-
cial media platforms and obtain
confidential information

Loss of confidentiality
(§3.5.2)

2. Customer/client’s
confidential informa-
tion

a. Discussing confidential
information through device
speakers
b. Reading out clients’
confidential information

Housemates Lack of sound insulation Housemates could overhear
confidential information

Loss of confidentiality
(§3.5.2)

3a. Citizen’s infor-
mation
b. Political report
that has not been
made public

Making use of a less secure
personal phone and email soft-
ware

Social insiders,
cybercriminals

Personal phones and email
software are not config-
ured to be as secure as
work phones and emails

a. Social insiders snooping
through employee’s phone and
accessing their text messages
b. Hijacking personal email ac-
count and obtaining copies of
the work emails

Loss of confidentiality
(§3.5.2)

4. Organization’s ac-
counting information

Reducing the security of sys-
tems to aid telecommuting

Cybercriminals Reduced security of re-
mote desktop server

Cybercriminals could compro-
mise the security of the system
and access organization’s data

a. Loss of confidential-
ity
b. Loss of integrity
(§3.5.2)

5. Confidential infor-
mation

Giving students remote access
to employee’s personal com-
puter

Students Due to a lack of computer
knowledge, there is uncer-
tainty about what students
can do on the employee’s
laptop when given remote
access via videoconferenc-
ing

Student could control the com-
puter of a no–tech-savvy em-
ployee and access confidential
data

a. Loss of confidential-
ity
b. Loss of integrity
§3.5.2)

6. Client’s health in-
formation

Displaying confidential infor-
mation on big screens, in large
font sizes, while telecommut-
ing in the kitchen area

Housemates Housemates could read
confidential information
off the screen

Housemates could view confi-
dential health information

Loss of confidentiality
(§3.5.3)

7. Organization’s
confidential informa-
tion

Unable to troubleshoot work
devices from home

Cybercriminals Reduced security of work
devices for telecommuting

Cybercriminals could exploit
vulnerabilities in work devices

Loss of confidentiality
(§3.5.4)

8. Organization’s
confidential informa-
tion

Using expensive organizational
work devices to aid telecom-
muting

Criminals present
in neighborhood

Lack of physical security
of work devices and recent
break-in

Neighbors could break into
employee’s home and steal
work equipment

a. Loss of confidential-
ity
b. Loss of integrity
c. Loss of availability
(§3.5.3)

tain awareness of their privacy violations and to deter abuse of such capabilities

by others (§3.5.2) (R-E). To prevent clients and colleagues from hearing personal

conversations happening in the household, teleconferencing software and phones

could have a feature where the microphone is automatically muted when employees

are not talking. Using voice recognition, the microphone automatically unmutes

when the employee starts talking to the client or coworker (R-T). There could also

be directional microphones on phones and videoconferencing apps, whereby the

technology only picks up the voice of the person in front of the computer or phone

(R-T).
Furthermore, there seems to be a conflict between employees maintaining their

privacy and doing their job. Our findings confirm Pyöriä’s work, as this author pre-
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dicted disruption to privacy in employees’ homes as a challenge that could arise

in teleworking [264]. Our participants experienced a dilemma around whether

to turn on their webcams during work meetings. For some, turning on the we-

bcams was an invasion of privacy, as it welcomed coworkers into their private

homes and lives. On the other hand, employers expected participants to always

have their webcams on during work meetings as these meetings are done within

work hours (§3.5.2). Further, some employees also had to give clients remote ac-

cess to their personal computers while telecommuting (§3.5.2). In addition, some

telecommuting solutions could aid with monitoring employees’ activities and de-

tect when employees were at or away from their desks (§3.5.2). Research shows

that such online status indicators or presence sharing applications leads to privacy

concerns for users [37, 64, 158, 277]. Other features of videoconferencing apps

raise further concerns about employees’ privacy during telecommuting. For in-

stance, Microsoft Teams and Zoom allows meeting participants to livestream a

meeting without getting consent from the participants [319, 360]. Therefore, em-

ployees’ work meetings in their personal spaces can be livestreamed on Facebook

Live and YouTube without the employees’ knowledge. All of these situations raise

questions about employers’ rights over employees privacy in their own homes.

Palen et al. discussed the issues surrounding privacy in a technologically con-

nected world. Because privacy is personal, people set various boundaries in their

everyday life to maintain their privacy [6, 241, 323]. However, the use of informa-

tion technology disrupts or demolishes those boundaries. The authors explain the

challenge further: “problems emerge when participation in the networked world is

not deliberate, or when the bounds of identity definition are not within one’s to-

tal control. [241]” As seen in our results, employees do not have full control over

their privacy, which is a challenge. There is also the issue of context collapse in

telecommuting. “The concept of context collapse describes the process by which

connections from various aspects of individuals’ lives become grouped together

under generic terms [3, 33, 335].” Similarly, in telecommuting, workers experi-

ence context collapse and are faced with the dilemma of how to draw boundaries

between their personal and professional lives. This leads to privacy issues for par-

ticipants (§3.5.2).

To help create a balance between privacy and doing one’s job, organizations
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can have discussions and transparency on how much privacy employees are enti-

tled to when telecommuting (R-O). It may be helpful for organizations to clearly

state what they expect from employees regarding having the camera on or off while

working from home, dress code while telecommuting, or giving clients their per-

sonal phone numbers. There might, however, be no clear-cut answers to these ques-

tions. Moreover, they raise bigger questions that future research could look into.

For example, can employees maintain their privacy while working from home?

If yes, how can privacy boundaries be maintained while respecting organizational

cultures, social norms, and work policies? Does the use of technologies that mon-

itor employees’ routines (mostly during work hours) violate their privacy? Should

technological tools be allowed to monitor workers’ activities during and after work

hours when they work from home? How can employees give or withdraw their

consent for recording, screenshots, or livestreaming during online work meetings

without feeling stigmatized or fearing repercussions? How can organizations and

technologists make sure employees are not putting their physical safety at risk

when working from home (§3.5.2)? Employers and employees need to consider

these different scenarios when making telecommuting arrangements.

3.6.4 Perceived Outcome of Threat Toward Organizations

The outcomes of threats related to the confidentiality and integrity of the organiza-

tion’s assets were the most common theme in this category (see Table 3.3). Kintner

et al. and Spinellis et al.’s participants also predicted inadequate security for pro-

tecting transmitted information in teleworking as a potential challenge [174, 309].

In some cases, the organization’s assets were at risk because the official work com-

munication platforms were not usable (§3.5.2). Therefore, participants used other

insecure but usable and familiar technological solutions to talk to coworkers and

share clients’ confidential information. Since participants no longer had the lux-

ury of talking in person to their colleagues about work-related matters, participants

were looking for technology support closest to in-person interactions. Such support

made communication with coworkers easy without unnecessary setup or compli-

cated authentication procedures (§3.5.2 & §3.5.2). Employers need to ensure that

work communication platforms are very intuitive and easy, if they want to address
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this issue (R-O). These work communication platforms could also be linked to

other popular social communication channels. For example, organizations could

work toward having a secured platform on Facebook to discuss work-related infor-

mation. One of the principles of secure systems design is the path of least resis-

tance [355]. This principle states that “to the greatest extent possible, the natural

way to do any task should also be the secure way [355].” Since employees are

already using these social platforms anyway, employees are most likely to follow

the path of least resistance. Such types of platforms are subject to future research

and development.

The inability to distinguish between phishing and real emails rendered em-

ployers’ announcements ineffective. Some organizations asked their employees

to use their personal devices to work and expected employees to use the organi-

zation’s software on those devices. Because IT personnel didn’t have control or

access to the employees’ devices, IT personnel had to send emails to the employ-

ees with system updates required to maintain the organization’s software while

telecommuting. Because employees found it challenging to distinguish between

fake and real emails, employees ignored important system updates sent through

emails (§3.5.4). Organizations could make use of already existing solutions to

digitally sign and encrypt official emails from the organizations [237] (R-O). Em-

ployees would, however, need to learn and understand how these solutions work

because, as previous research shows, people find it difficult to use encrypted and

signed emails correctly [344]. Apart from email, we suggest that other commu-

nication platforms could be used, such as a usable official messaging platform to

relate work information (R-O).
There was also the outcome of threat of household members overhearing con-

fidential work discussions. In real-life situations, these confidential conversations

are mostly held in offices, which are considered safe enough for those conversa-

tions to happen. However, in the context of telecommuting, home environments

do not necessarily provide sufficient sound insulation. While this might not be an

acute issue for traditional households with one family, cohousing [40], collective

housing, and similar arrangements that are increasingly common in urban areas

where housing is expensive significantly decrease control and awareness of who

might be in a household and possibly overhear discussions at any given moment.
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There is no easy way to address this problem. The solution is not as simple

as telling employees to take work calls where other household members cannot

overhear the conversation. By default, there seems to be an assumption that the

employee’s home environment is a typical family setting with father, mother, and

child(ren) and an office space with a closed door where the employee can conve-

niently take work calls. In reality, employees have a wide variety of cohabitation

arrangements and environments and for some, it is simply impossible to avoid

working in a space shared with housemates. Further, in some cases working in a

separate room doesn’t solve the problem of poor sound insulation (§3.5.3). Orga-

nizations (R-O) need to be sensitive to the fact that employees’ living situations

vary and should be mindful of the corresponding outcomes of threats to the confi-

dentiality of work calls.

There is a need for discourse in the research community on the possible solutions

to these problems. Table 3.2 and Table 3.3 present a comprehensive illustration

of possible outcomes of threats to organizations and employees while telecommut-

ing. As telecommuting becomes more full-time and long-term [48, 61, 120, 172,

212, 271], the topics and issues surrounding organizational data security and em-

ployees’ safety and privacy need to be discussed and addressed. The main topic

is that there is a dilemma around employees maintaining their privacy and safety

while telecommuting and employers ensuring that employees carry out their work

from home and safeguard their organization’s data. With the increase in successful

cyber-attacks on telecommuters [22, 173, 211, 346], addressing the identified se-

curity and privacy challenges and threats encountered by employees may go a long

way in reducing cyber-attacks related to telecommuting. We believe our study pro-

vides insights into these challenges and serves as a basis for possible solutions

to be explored and discussed and will ultimately lead to better work-from-home

practices for both employees and employers.

3.7 Conclusion
Our contributions provide insights into the security and privacy gaps that exist

regarding employees telecommuting and attempting to maintain their professional
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Table 3.4: Summarized recommendations to organizations (R-O), employees
(R-E), and those working with telecommuters (R-T)

Recommendations R-O, R-E, R-T

1. Organizations could make use of already existing solutions to digi-
tally sign and encrypt official emails from the organizations

R-O

2. Apart from email, we suggest that other communication platforms
could be used, such as a usable official messaging platform to relate
work information

R-O

3. Organizations need to be sensitive to the fact that employees live in
various living conditions and mindful of the corresponding outcomes of
threats to the confidentiality of work calls

R-O

4. Employers can put measures in place to manage the safety of the
telecommuters and their households

R-O

5. Organizations can provide some form of phone number masking
(which prevents others from knowing the actual phone number of the
caller) or VoIP solutions to employees who have to use their personal
phones for work

R-O

6. To help create a balance between privacy and doing one’s job, orga-
nizations can have discussions and transparency on how much privacy
employees are entitled to when telecommuting

R-O

7. Employers need to ensure that work communication platforms are
very intuitive and easy, if they want to address this issue

R-O

8. Technology support for alerting participants of video calls when
screenshots are taken, to help employees maintain awareness of their
privacy violations and to deter abuse of such capabilities by others

R-E

9. To prevent clients and colleagues from hearing personal conversa-
tions happening in the household, teleconferencing software and phones
could automatically mute the microphone when employees are not talk-
ing; using voice recognition, the microphone automatically unmutes
when the employee starts talking

R-T

10. There could also be directional microphones on phones and video-
conferencing apps, whereby the technology only picks up the voice of
the person in front of the computer or phone

R-T
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relationship. The COVID-19 pandemic has resulted in a trial run for mass telecom-

muting on a grand scale. Reports show that the global switch to telecommuting has

led to an increase in cyber-attacks. We are optimistic that these insights can lead

to changes in the way telecommuting is currently being carried out. These changes

will be helpful during the current pandemic and other situations where employees

need to telecommute, whether short or long term.
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Chapter 4

Security and Privacy Challenges
of Using Technological Solution
to Report Sexual Assault

The goal of this chapter is that interdisciplinary innovations in human-computer

interaction, privacy, and security can be used to empower survivors of sexual as-

sault to encounter healing and justice. Our investigation into designing safe spaces

online for reporting of sexual assault is a response to the clear need for confidential

and accessible technological solutions that survivors of sexual assault can use to

communicate their experiences in the hope of holding perpetrators accountable.

To expand the reporting options for survivors, third-party reporting centers

have been put in place. Third-party reporting is when someone else reports the

crime to the police on behalf of the survivor [43], who remains anonymous. Third-

party reporting systems (TPRSs) allow survivors to anonymously report sexual

assault to the police through a community-based support center [43, 182]. TPRS

is an option used when a survivor does not want to visit a police station to make

a formal police report. This option is useful for two main reasons. First, it allows

survivors to record details of a perpetrator anonymously [182]. Second, when mul-

tiple survivors indicate the same perpetrator, a serial offender is identified. In this

case, the police contacts the community-based support center to ask the survivor if

they would consent to make a formal police report so that the police can begin a
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formal investigation [43]. Many of the survivors who file a third-party report and

are then approached by the third party and told that the police are interested in in-

vestigating their report follow up and file a formal report with the police [42]. The

resulting filing of formal police reports has led to an increase in arrests of serial

offenders [42].

Third-party reporting is, however, very limited in scope. It is currently ad-

ministered on paper (P-TPRS), and there are no online systems to facilitate the

reporting process, which makes the process cumbersome (for instance, survivors

have to locate and visit a third-party reporting center) [43, 182]. Further, third-

party reporting is also not available in all sexual assault support centers but only

in a few select jurisdictions [43, 47], which defeats its purpose of increasing sex-

ual assault reporting [182, 286]. Online third-party reporting systems (O-TPRSs)

are being developed to increase the reporting choices for survivors. With an O-

TPRS, survivors can, at their convenience, document their experience and offender

information before submitting the report to the police. An O-TPRS could decrease

barriers for vulnerable populations who do not currently have access to reporting

options, and whose reporting rates are even lower than the estimated averages al-

ready cited.

Since an O-TPRS will hold sensitive information, we must address the privacy

and security concerns of survivors. A considerable amount of research has been

conducted on sexual assault and sexual assault survivors [34, 38, 75, 190, 287].

Some research also investigates the reporting experiences of survivors [34], in-

cluding sexual assaults within the armed forces [71] and police-reported sexual

assaults against youths and children [72]. However, no research has focused on

survivors’ concerns regarding trusting O-TPRSs. To this aim, the objective of this

research is to answer these research questions:

• RQ3: What are survivors’ privacy and security concerns (if any) regarding

trusting O-TPRSs?

• RQ4: What could help participants trust O-TPRSs?

“Trust is the degree to which people believe in the veracity or effectiveness of a

tool or system to do what it was created for and is purported to do [130].” The
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act of measuring trust is used to predict whether survivors would make use of O-

TPRS technology [142]. Answering these research questions, therefore, will lead

to understanding what it would take for users to make use of an O-TPRS. These

answers could lead to an increase in the reporting of sexual assaults.

The key contributions of this chapter are:

• We performed the first empirical study on sexual assault survivors to discover

their privacy and security concerns regarding trusting an O-TPRS. We group

our findings into technological and emotional (human) concerns, and we

show how technological concerns can lead to emotional issues for survivors.

For example, the technological concern about the insecurity of technology

can lead to the emotional issue of anxiety about making an online report,

the fear of perpetrators having access to the sexual assault report, and the

re-victimization of survivors.

• We discovered concerns that technologists need to consider in developing

O-TPRSs. For instance, on the one hand, survivors did not trust that an O-

TPRS could protect their anonymity and privacy from their perpetrators and

the police. On the other hand, the police did not trust that the anonymous

reports sent from an O-TPRS were linked to real survivors. Technologists

would, therefore, need to find a balance in how an O-TPRS can ensure both

parties can trust the system.

Our contributions provide insights into concerns that survivors and support

workers have about using online systems to report sexual assault in complex or

unwanted relationships. We are optimistic that when O-TPRSs are designed with

careful attention to users’ feedback and research, such systems could increase re-

porting.

4.1 Background and Related Work
In its current format, a TPRS is a process or protocol to make an anonymous report

of a sexual assault by a community-based support center. A TPRS is not a substi-

tute for an emergency call, nor is it a formal police report. It is not to be used when

the survivor or others are at risk of further violence. A TPRS is intended to be used
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when the survivor does not want to make a formal police report but prefers to re-

port anonymously. A TPRS is useful for the identification of offenders, especially

repeat offenders.

4.1.1 P-TPRS

The P-TPR form

The current TPRS is in paper form. We describe a P-TPRS currently in use in a

jurisdiction in Ontario, Canada. Page one of the P-TPRS is a cover sheet where

survivors write their personal information. On pages two and three, survivors de-

scribe the offender and the offense (see Appendix A.1 for the questions asked on a

sample P-TPR form.)

The P-TPR process

The survivor goes to a community-based center to carry out the P-TPRS process.

The community-based center, which is usually a hospital or a sexual assault sup-

port center, is the third party. The survivor meets with a representative, either a

nurse or a social worker, at the third-party reporting center. If the survivor is not

willing to make a formal police report at this time, the representative at the center

can provide the option of filling out a third-party report form. The survivor has to

fill out the form at the center and return it to the representative before leaving the

center. If the survivor doesn’t feel capable of filling out the form by themselves,

the representative can listen to the survivor’s story and fill out the form with the

survivor’s consent. Afterward, the representative de-identifies the form by remov-

ing the cover sheet. The representative sends the de-identified P-TPR form to the

police. However, the hospital or the sexual assault support center, which is the third

party, maintains the identity of the survivor. The police receive the content of the

form and enter it into a database, making it easier to identify serial offenders [43].

A serial offender is identified if at least three people accuse the same person of

sexual assault. If a serial offender or a trend is identified, or if the police believe

the survivor is in imminent danger, the police can contact the community-based

center. The center can reach out to the survivor to see if the survivor is willing to
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take further part in the investigation or even if they might consider changing their

report from an anonymous report to a formal police report [43]. Figure 4.1 shows

the P-TPR process.

Figure 4.1: P-TPR process

4.1.2 O-TPRS

The O-TPRS supports the goal of reducing barriers to reporting by providing sur-

vivors with a new way to report that is anonymous and does not require visiting a

community-based center. It also streamlines the third-party reporting process by

removing the human involved in the P-TPRS.

The O-TPR form

The O-TPR form works similarly to the P-TPR form. We provide the descrip-

tion of an O-TPRS being developed by VESTA Social Innovation Technologies

(Vesta) [333]. The O-TPRS includes a cover page and pages to type out informa-

tion about the survivor, offender, and the offense (see Appendix A.2 for a sample

of an O-TPRS prototype).

The O-TPRS process

The survivor fills out the TPR form online. The O-TPRS, which could be an app or

a website, is the third party. The survivor can download the O-TPRS app from the

app store or can use the website version. Unlike the P-TPR form, the O-TPR pro-

vides unlimited space for the survivor to type out their experience. The survivor
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fills out their information, and they can save and review the information before

submitting it. Before the form gets sent to the police, the O-TPRS automatically

de-identifies the form. The O-TPRS, which is the third party, maintains the iden-

tity of the survivor. The police enter the content of the de-identified form into a

database, making it easier to identify serial offenders. If a serial offender or a trend

is identified, or if the police believe the survivor is in imminent danger, the police

can contact the O-TPRS. The O-TPRS then reaches out to the survivor to see if

the survivor is willing to take further part in the investigation or even if they might

consider changing their report from an anonymous report to a formal police report.

O-TPRSs are not widely available. However, several organizations are looking

into deploying O-TPRSs. For instance, Vesta has developed an experimental ver-

sion of an O-TPRS, which is being deployed to various sexual assault centers to

pilot the program. Figure 4.2 shows the O-TPRS process.

Figure 4.2: O-TPR process

4.1.3 Trust and technology

Research has been done on the concept of trust and technology usage. McKnight

et al. define trust in technology as “belief that a specific technology has the at-

tributes necessary to perform as expected in a given situation in which negative

consequences are possible [207].” Prior work shows that heightened levels of trust

are associated with heightened levels of intended use [115]. Trust in technology is
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used to predict the intended or actual adoption of technology [353]. It is also con-

nected to appropriate and inappropriate use of technology [219] and technology

over- and under-reliance [13].

Many works on technology and trust exist. Hardre, for instance, studied when,

how, and why people trust technology too much [130]. Hardre analyzed various

scenarios of everyday technology use where users tend to trust technology. Some of

these scenarios include massive breaches of banking systems, even though people

believed that these systems would keep their financial information safe [130].

Minimal research has been done on how survivors build trust in sexual assault

technology. Work by Liu is closest to ours [189]. Liu discussed issues that sexual

assault prevention (such as the Circle of 6 app) and reporting technologies (such

as the I’ve-Been-Violated app) may have in the future. The author evaluated these

apps using the US Federal Trade Commission’s fair information practice principles

(FIPPs). Based on these principles, the author predicted that the following concerns

could arise with using the apps: false allegations, security issues with the internet,

fears of lack of anonymity, insensitivity to survivors’ experience, lack of clarity on

collected information, and lack of user-friendliness.

Our contributions are as follows: 1. We performed the first empirical study with

survivors and sexual assault support workers to identify issues related to trusting O-

TPRSs. 2. In addition to corroborating concerns of Liu [189] that technology could

be used to make false allegations, we identify additional concerns with trusting O-

TPRSs, such as the dual use of technology in not only reporting but also aiding

sexual assault. 3. Further, we uncover the relationships between these concerns

and discuss the issues related with designing an O-TPRS.

4.2 Methodology

4.2.1 Data Collection

We recruited participants using three methods and specific eligibility criteria. First,

we used word of mouth in the professional network of one of the authors, who had

extensive contacts with the workers and administration of sexual assault centers.

Second, after we presented our study to an association of sexual assault centers
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in the Province of Ontario, its members distributed our recruitment notice to their

clients, some of whom were in support groups. Third, we used snowballing with

the help of already recruited participants. To be eligible to take part in the study,

participants had to be 19 years old or above. Further, participants had to be sur-

vivors of sexual assault, support workers, or both. We defined support workers as

those who supported survivors throughout the process of reporting sexual assault.

Support workers included volunteers and staff of sexual assault report centers and

the police. We recruited both survivors and support workers because both parties

are involved in the TPRS process. None of the recruited participants had prior

knowledge of TPRS. We recruited participants who had no prior knowledge of

TPRS to get an unbiased view of both the paper and the online version of TPRS.

We piloted our study procedure with three participants—one participant for an

interview session and two participants for a focus group session. In the interview

pilot study, we asked the participant about her thoughts regarding O-TPRS. We

realized that it was difficult for the participant to imagine how an O-TPRS would

look and function. Based on this result, we made a video showing an O-TPRS

prototype (see Appendix A.2 for pictures of the prototype). We showed partici-

pants this video to illustrate an O-TPRS and to help participants understand how

an O-TPRS would function. We chose to use a video for three reasons. First, for

interview and focus group sessions facilitated through online video calls, we found

a video more effective than a verbal explanation. Second, using a video provided a

consistent explanation of the user interface across all sessions. Finally, the use of a

video helped to fit each session into one hour. We piloted this approach in the pilot

focus group, and we discovered that the participants could understand the O-TPRS

better. We therefore used this approach for the main study. Apart from this change,

all other procedures in the pilot interview and focus group were the same as those

used in the main study. After adjusting the study design based on the outcomes of

the pilots, we recruited participants for the main study.

We used multiple qualitative research methods [220, 349]. As suggested by

Hammarberg et al. [128] and illustrated by Willis [349], using various data collec-

tion methods helps to provide better insights for sensitive research topics. We

conducted semi-structured individual interviews and focus groups with partici-

pants [220]. Because of the sensitivity of the research, we gave participants the
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option to decide whether they were more comfortable having a semi-structured

interview or participating in a focus group. For our interviews, we chose a semi-

structured style to allow participants to express their thoughts in their own way

and add information as they saw fit, without the restriction of a structured inter-

view [65]. We also offered focus groups because focus groups allow participants

to discuss sensitive or controversial topics in a group setting [220]. Due to partic-

ipants’ shared experience, sometimes focus groups “reveal aspects of experiences

and perspectives that would not be as accessible without group interaction [220],”

which leads to a better quality of data on sensitive topics [220].

We conducted in-person or video interviews and focus groups, based on the

participants’ preference, at the participants’ preferred location. Some of these lo-

cations included the participants’ home or a sexual assault support center. We

conducted video calls via Skype or Zoom. To protect participants’ privacy, online

sessions were audio recorded not using Skype or Zoom but locally on a laptop.

Collected data is stored on a disk encrypted with 256-bit AES seeded with a 22-

character random password. Participants were compensated with $20, paid in per-

son or sent via e-transfer. For in-person interviews, sexual assault social workers

were present to provide support to participants if needed. We sent online support

materials that were created by sexual assault centers to the participants that we

interviewed via video call. All focus groups were held at sexual assault support

centers, either by using existing support groups or by forming focus groups for

interested support workers at the centers. Participants in both online and in-person

focus groups were physically present in the support centers, and sexual assault

social workers were available to provide support. The social workers were com-

pensated by their support centers, as focus groups took place during their regular

work hours. We conducted seven interview sessions and five focus groups via

video calls, with the rest (one interview and focus group) in person. Our institu-

tion’s Research Ethics Board approved the research before any data collection took

place.

We wanted to conduct separate focus groups for survivors and support workers.

However, during the focus groups for support workers, some support workers self-

identified as survivors. Further, when we collected participant demographics for

the survivors’ focus groups, we discovered that some survivors were also support
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workers. During data analysis, we realized that the responses from survivors and

support workers were similar; therefore, distinguishing between the two groups

was unnecessary. Table 4.1 shows participants who self-identified as survivors.

4.3 Participants’ Demographics

4.3.1 Interview and focus group procedure

We proceeded with the interviews and focus groups after the participants gave in-

formed consent to participate in the study. We assigned pseudonyms to participants

and asked for their demographic information. Though we asked participants about

sensitive issues, we did not ask them to disclose any sensitive information that they

did not feel comfortable sharing. We reminded participants that they could skip

questions they did not feel comfortable answering. During each session, we ex-

plained the meaning of P-TPRS, showed participants a copy of the P-TPR form

described in Section 4.1.1, and asked participants their thoughts on using the P-

TPRS to report sexual assault. Afterward, we played a video that explained the

O-TPRS (see Section 4.1.2 for an explanation of the O-TPRS that was shown to

participants). We then asked participants their thoughts on using the O-TPRS to

report sexual assault.

To avoid priming participants, we asked participants their thoughts on using

both systems rather than asking just about O-TPRS. We also asked participants

what would make them comfortable using each system. We assured participants

that there were no right or wrong answers, and participants could skip questions

they did not feel comfortable answering.

We conducted online focus groups and interviews via Skype or Zoom based on

participants’ preference. For online interviews, participants chose a quiet and pri-

vate location convenient for them. For the online focus group, the participants gath-

ered at their preferred sexual assault center meeting room, and the researcher called

in to conduct the focus group. We chose this arrangement because it allowed par-

ticipants to get support from social workers present at the center if needed. We used

focus groups and interviews because literature suggests that vulnerable populations

participate better in data collection when they are given multiple choices [98]. Fur-
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ID Age Gender Survivor/Support Worker Interview/Focus Group Educational Level
P1 36 M SW I Bachelor’s
P2 63 F SR F Bachelor’s
P3 48 F SR F College
P4 33 F SWSR F Bachelor’s
P5 67 F SR F Bachelor’s
P6 80 F SR F College
P7 36 F SWSR F College
P8 74 F SR F High school
P9 60 F SR F High school
P10 25 F SWSR I College
P11 44 F SW I Master’s
P12 52 F SWSR F MBA
P13 27 F SR F High school
P14 22 F SR F High school
P15 24 F SWSR I Master’s
P16 19 F SR F High school
P17 19 F SR F High school
P18 47 F SWSR F College
P19 46 F SWSR F Bachelor’s
P20 20 F SWSR F College
P21 63 F SWSR F Bachelor’s
P22 21 F SWSR I College
P23 31 F SR I College
P24 19 F SWSR F Bachelor’s
P25 29 F SWSR F Bachelor’s
P26 39 F SW F Bachelor’s
P27 51 M SW I Bachelor’s
P28 51 F SWSR I College
P29 26 F SW F Bachelor’s
P30 37 F SW F College
P31 62 F SW F College
P32 35 F SW F Master’s
P33 22 F SW F High school
P34 49 F SW F Bachelor’s
P35 26 F SW F Bachelor’s

Table 4.1: Demographics of participants. SR, SW, I, and F represent survivor,
support worker, interview, and focus group, respectively.
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ther, online focus groups have been found to be useful for reaching members of

hard-to-reach populations [105]. Underhill and Olmsted [326] showed that there

was no difference between the quality and quantity of data obtained in face-to-face

and online focus groups.

Afterward, we compensated the participants. One researcher took part in each

interview session. All interview sessions were audio recorded.

4.3.2 Data analysis

We transcribed and coded more than 12 hours of recorded interviews and focus

group sessions, each an average of 55 minutes long. We analyzed interviews using

thematic analysis [126], a “set of procedures designed to identify and examine

themes from textual data in a way that is transparent and credible [125].” We

followed the data analysis steps outlined by Guest et al. [125].

One researcher segmented and coded the transcribed interviews into categories

and types. Two researchers discussed the relationships that developed from the

codebook. Afterward, two researchers identified the themes that emerged from

the data. We conducted data analysis concurrently with the data collection and

reached theoretical saturation after 34 interviews and focus group sessions, as no

new codes emerged from the last data collection session. Figure 4.3.2 shows the

saturation graph depicting the total number of codes after each interview.

4.3.3 Participants

We recruited 35 participants (33 women and 2 men), aged 19 to 80 years (the

mean age was 40 and median was 36). Table 4.1 provides the demographics of the

participants. Participants’ occupations included counselor, police officer, daycare

worker, cook, barista, event planner, social worker, baker, frontline worker, stay-

at-home mother, and student. All participants were survivors, support workers, or

both.

4.4 Results
To better understand survivors’ concerns regarding trusting an O-TPRS, we grouped

our findings into technological and emotional concerns. We define technological
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Figure 4.3: Number of codes after interviewing each participant

concerns as the issues participants had with using an O-TPRS to report sexual as-

sault. We define emotional concerns as the psychological issues participants had

with using O-TPRS. Most of the emotional concerns are related to issues with the

technology of the O-TPRS. In the next sections, we illustrate these concerns and

explain how the concerns are related. To provide more context, in the rest of the

chapter, we use SW, SR, and SWSR along with participants’ ID to indicate if par-

ticipants are support workers, survivors, or both respectively.

4.4.1 Technological concerns

The insecurity of technology

The insecurity of technology was a concern. Participants found it challenging to

trust that the technology would be safe to use in reporting sexual assault incidents.

P8-SR, for instance, remarked: “I wouldn’t feel comfortable at all [using an O-

TPRS]. I have zero confidence in online. Although I [use the] computer [and], I

know the computer, ... I don’t know it like hackers do. So, therefore, I would not

put any of my information [into an O-TPRS].”
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When comparing the submission of a TPR form through a human versus through

an online platform, participants trusted humans more. P5-SR, for example, com-

mented: “I still see [the] human factor is [a] dominant form of communication

rather than technology, which can be twisted and broken and is not secured ...

Technology to me is not safe because there are so many ways to hack it.”

Because of news of past data breaches, participants assumed that a breach

would also happen with an O-TPRS. P6-SR, for instance, remarked on past data

breaches: “[Technology is not] safe. I don’t care who says it is; it isn’t. [You] just

have to listen to the news. The banks have been hacked ... the government’s been

hacked ... Everybody else [has been hacked].”

The lack of trust in the internet’s security also led to the fear of survivors’

losing their confidentiality and privacy. Because of this fear, participants limited

the amount of personal information that they shared online. P20-SWSR explained:

“I personally don’t put or do anything on the internet that I’m going to be upset

about anyone knowing. If I don’t want people to see pictures of me with less clothes

on, I probably just should not post those. ... So I don’t know how I would trust [an

O-TPRS] with something that I would be upset about someone seeing.” In their

research on trust in e-commerce technology, Araujo and Araujo [9] note that the

fear of lack of information privacy is associated with a distrust of technology.

The insecurity of technology led to anxiety about using technology to report

sexual assault. P7-SWSR, for instance, explained how the use of technology could

lead to anxiety: “I would prefer a paper [TPR] because places that are supposed

to be totally secure are being breached. ... And [using technology to report] would

give me more anxiety than necessary.” P29-SW also explained: “[The thought of

using an O-TPRS] makes me nervous ... it’s kind of like a fear of [the] unknown.

I know that going into the [police] station is a lot more vulnerable too, but I have

confidence that confidentiality is kept in place due to their legal obligations. I don’t

fully agree that when things are online that it’s completely confidential.”

The possibility of hackers accessing an O-TPRS also leads to the fear that
perpetrators [235] could see the O-TPR details. Access to such information

by the perpetrator could lead to the re-victimization of the survivor. P16-SR

explained this fear: “Servers get hacked, and people can see that information.

And sometimes there’s not anything that you can do to stop that [from happening.]
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That’s what skews me. [Your sexual assault information] can get into the hands of

the wrong person.”

Lack of competency with using technology

Unfamiliarity with using any form of technology was another reason participants

were not keen on trusting technology. P10-SWSR explained this challenge: “I

wouldn’t be comfortable [using an O-TPRS] just because I’m not really comfort-

able with technology, so I don’t see myself downloading a [TPR] app. ... Just when

I [decide to report], I would not think of [using] something I am not comfortable

with.”

Lack of anonymity assurance

According to participants, with O-TPRS, there was no assurance of anonymity

of their personal information. Participants needed a guarantee that the informa-

tion submitted through an O-TPRS would remain anonymous. They compared

the anonymity a P-TPRS provided to that of an O-TPRS. In the P-TPRS, the third-

party center representative takes off the cover sheet and sends the anonymized TPR

to the police (see Section 4.1.1 for how the P-TPRS works). Though the O-TPRS

also promises the same level of anonymity, participants found it hard to believe

that their report would be anonymized. P22-SWSR explained this concern: “If I

go to a hospital and [I] fill out [a P-TPRS], [the nurses] can remove the cover

sheet and then give [the anonymized P-TPRS] to the police ... something about

that [process] feels safer [than an O-TPRS]. ... If I didn’t have to [put] my own

information [online] when making a report, then that would be better.”

The traceability of online reporting

There were concerns about the traceability of activities carried out on the internet.

Participants believed that activities done on the internet left a lot of traces. Further,

participants feared that sensitive sexual assault information submitted online could

be traced back to them. P16-SR explained this problem: “I would be scared to

use an app or a website [as an O-TPRS] because ... once [the sexual assault

information] is on the internet, it’s on the internet. ... Even if you deleted the app,
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and then [people] go through your iCloud history you can see all the app that’s

uninstalled and installed. There’s a lot of trail that can be traced back [to you]

and that would be my number-one concern.”

Participants compared the traceability problem of an O-TPRS to the P-TPRS.

P3-SR, for instance, stated: “I know everything can be traced, so if I send [the

sexual assault information online] to the people that are supposedly the third party,

that are keeping my confidentiality, there’s still a trace somehow. But if I write this

down [on a P-TPRS], and I hand in this paper, there’s no trace at all.”

This concern was associated with the fear that perpetrators could see the O-
TPRS. This emotional concern was prominent in the scenarios where the survivors

knew the offenders. P22-SWSR explained this challenge: “In my situation, I know

the person that [assaulted me]. It’s someone that I see from time to time. If there’s

some way for the offender to access this [online] form and then [the offender] can

check the IP address that it was sent from and then it gets tied back to me, then I’m

worried that there’s going to be some ... kind of revenge. ... I [have the] fear that

somehow [the online report is] going to be tied back to me. And then the person

that did [the sexual assault] is going to know [and] get mad.” The issue also leads

to the re-victimization of the survivor.

The dual use of technology

It was sometimes hard for participants to come to terms with the fact that the tech-

nology that is used to aid sexual assault or harassment could be used to reduce the

occurrence of such crimes. This challenge sometimes made it difficult for survivors

to trust the use of technology in reporting sexual assault: “[Using technology to

reduce sexual assault] is almost like an oxymoron. Because all we hear about is

the sexual violence on the internet and people accessing porn on the internet and

not as much of the reporting piece and safety.” (P18-SWSR). This disbelief of the

participants was understandable, given how much sexual violence is technology

facilitated [145, 148–150, 258].
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The possibility of false reporting through O-TPRS

An O-TPRS could be misused. A person could submit a false online sexual assault

report, or could submit multiple times, thereby reducing the credibility of the plat-

form. Regarding this possibility, P11-SW remarked: “I could see people wanting

a certain level of reassurance that someone didn’t just go on [the O-TPRS] and,

because they were mad at their ex or something, [submit an O-TPR form].” This

problem was a major concern for the police. P1-SW, who is a police officer, ex-

plained: “I’d be afraid of people misusing [the O-TPRS], either as a prank, kids

playing a joke on somebody, or even for malicious reasons. If someone was out to

get somebody else, then they could make this [online] third-party report. And if it

would go to the police and be reported in the police databank, then there wouldn’t

really be any other corroborating information, it would just be sort of that mark on

the database.” Regarding the possibility of such pranks happening with a P-TPRS,

P1-SW commented: “It’s harder to lie to another person than it is on the com-

puter.” While Liu [189] predicted the possibility of false allegations when using

technology to report sexual assault, our findings provide empirical evidence that

Liu’s concerns are shared by TPRS stakeholders.

Lack of trust in apps compared to websites

The type of technology used for the O-TPRS influenced participants’ decision to

trust the system. Participants were more willing to trust websites than smartphone

apps because they believed websites were a more secure option. For instance, P14-

SR explained why she would rather use a website: “Apps are still so new on so

many levels, it’s so easy to get an app with just one tiny little bug in it and that’s

[the attacker’s] entryway to take all your information.”

Further, participants associated the use of apps with unserious use cases or

activities. P34-SW explained: “My only concern is when I think of an app I tend to

think of it as something fun, almost enjoyable ... [For instance, you can say] ‘Oh,

I have an app to go grocery shopping,’ ‘Oh I have an app to do my banking,’ ‘Oh,

I have an app to report my sexual assault ...’ You see what I mean? [Reporting

through an app] takes away a little bit of that seriousness. [It takes away] the

severity of [the sexual assault]. So that disturbs me. Whereas [using a website] you
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can do many different things online. [A website] just seems a bit more appropriate.”

For P33-SW, her mental model regarding apps was geared towards using apps for

fun activities.

Sometimes using an O-TPRS (either an app or a website) reduced the serious-

ness of the crime. P10-SWSR explained this concern: “Reporting sexual assault

online could be ... a de-sensitive experience. Currently, you report online for things

like breaking into your car. I just feel like the severity of a human right violation

being able to be typed [online] maybe can minimize someone’s experience.”

Since apps are mostly used on phones, participants were concerned that the

safety of the information on the app depends on keeping the phone safe. P14-

SR expressed this concern while explaining why she would not use an app: “[My

sexual assault information] is not a personal information I want [on] my phone

[because my phone] can be taken from me. ... It just takes one minute for someone

to creep your phone, or your phone didn’t lock right, or doesn’t have a lock. Some-

body can hack your phone because you read a [malicious] email on your phone.

[For a website, the hackers] have to go directly for the website.” For P14-SR, a

compromise of her phone security also meant a compromise of the app.

Using a phone to access the O-TPRS (either through a website or an app) could

lead to unauthorized people having access to the sexual assault information. If

someone sees the information on the phone, that information is no longer anony-

mous. Such a person could be one’s partner or child, or even the perpetrator. P16-

SR explained: “If you had a partner, and they went through your phone and they

saw that you had [O-TPRS] opened on your browser or app, and then they go

through [the saved report] ... some people live in not so great relationships where

there is not a lot [of] trust ... That can put [the survivor] in danger. That’s scary for

me [because] some women don’t have that option to keep their phone.” If it is the

perpetrator who stumbles on this information, this could lead to re-victimization
of the survivor.

Further, participants thought that seeing an app about sexual assault on one’s

phone could lead to a survivor’s reliving the experience through constantly see-
ing the app. P14-SR explained this emotional concern: “I don’t want an app on

my phone about my experience. Every time I see it, I am going to think of [the sex-

ual assault incident].” P10-SWSR further stated: “Anytime you open your phone,
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you might see the app and then you just remember that you were assaulted and you

have to finish this [sexual assault] application.” The presence of the app on the

phone would be a constant reminder to survivors that the sexual assault took place.

The misuse of personal information for targeted advertisement

Information kept online can be misused by the O-TPRS. Because of the common

practice of marketers using online information to serve ads, participants were con-

cerned that the O-TPRS could use their personal information for ads. P26-SW

expressed this concern and remarked: “[If the O-TPRS is using my information

for ads] I think that’s where I would lose comfort in online [TPRS]. [The knowl-

edge] that [my sexual assault information] is somewhere, as a data point to me,

and then, suddenly my ads are coming up with ‘take self-defense courses,’ ‘wear

modest clothes,’ or something. ... I would lose comfort in [the O-TPRS] for sure.”

Lack of control

Participants believed they were more in control when they used P-TPRS. There

were concerns because of the errors that could occur when using technology, and

participants believed they had no control over any of these errors. P25-SWSR

expressed this concern in comparison with P-TPRS: “If you’re sending [a sexual

assault report] online, there’s always room for technology error [or] the form not

going through properly. However, if a person is supported by a counselor or ... [a

sexual assault support] agency in doing this, there can be some follow-up by that

counselor with the police to say, ‘Hey, did you get this third-party report?’ ... just

to confirm that [the police] did receive [the O-TPR form].”

Concerns about the unlimited input in UI

While there were many user interface concerns, we report only the concern over

unlimited input, which appears to have privacy and security repercussions. The

information provided by the survivor because of unlimited input could lead to re-
victimization of the survivor through court proceedings. The O-TPRS provides

survivors with unlimited document space and time to type details about the sexual

assault incident (see Section 4.1.2 on how O-TPRS works). However, this for-
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mat could lead to issues for survivors. P11-SW explained this concern: “I worry

about [the survivor’s] inner thoughts being documented in a way that could be

used against them in real life. [For instance,] if I was assaulted at 3 [am] and

I’d been drugged ... and I thought I had this [O-TPRS], I’m [going to] get this

information in right away ... and then I hit send. Nobody else is [there to say],

‘Hey, maybe, you need care right now. You need to be [in a] more grounded [291]

place before you actually press send.’ ... Having some guidance to say, ‘You know,

the police will ... understand you better when you’re in a different spot.’ That’s

my only [concern], because I worry about that information becoming part of some

legal document or the public record. I’ve seen in court how words and things can

be spun [against the survivor].”

P21-SWSR explains this issue further: “[The input in the O-TPRS] could be

used against [the survivor] in a court of law [since the O-TPRS allows survivors]

to be adding to [the O-TPR form] for several months after the assault. ... [For

instance, you] get a survivor who’s at home, feeling bad, and ... she’s [going to

write] something really horrible blaming herself. [She could say,] ‘If I hadn’t been

at the bar, nothing would have happened,’ ‘I should kill myself, maybe ... I’ll take

the children with me’ ... and those are the sorts of things women say or think in the

middle of the night. But in the depths of depression, that might spill out. And then

if this becomes a court case, the defense attorney gets hold of that and he’s going

say, ‘Well look even here, you said it was your fault.’ ... I think if people can talk

about things over the course of months, it’s going to be more [of an] opinion and

feeling than factual. And that scares me [about O-TPRS].”

4.4.2 Emotional concerns

Various emotional concerns are related to technological concerns. These emotional

concerns are anxiety, fear of perpetrators seeing the O-TPRS, re-victimization of

survivors, unauthorized people having access to the sexual assault information,

and reliving the experience through constantly seeing the app. We discussed these

concerns in previous sections. In this section, we discuss emotional concerns that

have not previously been addressed.
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Lack of human support

Having no human interaction was a major reason participants were not comfort-

able to trust and use an O-TPRS. Participants believed that online systems lacked

empathy, which made it difficult to trust an O-TPRS fully. P15-SWSR highlighted

this concern: “It’s draining to fill out [your sexual assault story] on a[n] [online]

form rather than conveying the story to a person. ... At least with people, they can

[express] empathy, or it’s like you’re telling it to a person versus a computer screen

... [that’s] like talking to a wall.”

In some cases, not having human interaction can lead to re-traumatization for
the survivors. P25-SWSR, for example, remarked: “I think that this [online] form

can be traumatizing for people trying to fill this out on their own. ... Just having

a support person near them, even if they’re not helping them to fill out the form,

but they’re close by so that if grounding [291] or some crisis support is necessary,

there’s someone around to do that with that person.”

Human support could be in various forms. Some participants were open to

having an online audio or video form of support while filling out an O-TPRS. P22-

SWSR explained that “Having the option on the [O-TPRS] to be able to chat or to

call somebody will be great. ... At times like that, questions can be very confusing

... you’re disoriented and traumatized and it can be really hard. So knowing that

somebody can walk you through it if you’re not face to face with somebody ...

[that] would be a great asset.” Other participants, however, believed that nothing

could replace face-to-face human support. P8-SR, for instance, commented: “[An

O-TPRS is] missing the human link. You need the human link. The one thing that

really works is the fact that you’re face-to-face with a real person who’s exhibiting

empathy towards you and is concerned about you and would help you overcome

what happened to you. ... I like walking into a place and seeing this empathetic

face and then having someone offer me [a tissue] if I’m going to lose it.”

Having no human in the loop

Having a human in the loop was important to prove the legitimacy of the report.

Participants who were police officers were concerned about trusting anonymous

reports if there was no human involved. P1-SW, for instance, stated: “An O-TPRS
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[doesn’t have] either the check of a nurse or counselor or something from the

social work side. ... Generally when someone’s telling a nurse or a counselor

something, I put more weight on that as opposed to just an anonymous [report that

someone] typed out on their computer and sent it in. ... It’s just easier for me to

put weight behind it if [the survivor has] actually gone through and spoken to a

person face-to-face as opposed to just over the internet.”

Figure 4.4: The relationship between technological and emotional concerns

4.5 Discussion

4.5.1 Limitations

Our sample could have been more balanced and diverse. It had more female

(86%) participants, though statistics show that more women experience sexual as-

sault [236, 306]. Most of the participants (86%) were also recruited through sexual
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assault centers. In addition, the involvement of more than one researcher in the

data collection and initial coding would have reduced personal bias. Furthermore,

as with any interviews and focus groups, the data were self-reported and may have

been affected by a number of systematic biases such as halo effect, social desirabil-

ity, and acquiescence response bias [79]. Nonetheless, we believe that the results

of our study can serve as a basis for further research on how O-TPRSs can be

designed to support survivors of sexual assault.

4.5.2 Survivors vs. police: balancing their needs

For the sake of clarity, we define privacy and anonymity. Anonymity can be seen

as a type of privacy. Privacy and anonymity are related but can be differentiated in

some contexts. Webb [340] defines online privacy as the ability to “control who (if

anyone) sees what activities you engage in online. In other words, ‘they’ can see

who you are, but not what information or websites you access or seek.” The author

further defines anonymity as, “when you opt to have your online actions seen, but

keep your identity hidden. [This means that] ‘they’ can see what you do, but not

who you are.” In line with Webb, we define privacy in an O-TPRS as the ability of

the survivor to control who can see that the survivor used an O-TPRS. We define

anonymity as the ability of the survivor to make sure that others cannot learn that

the survivor has used an O-TPRS, even though others might know that someone

used the system. Privacy means knowing a O-TPRS user’s identity but not their

actions in the system. Anonymity means knowing the actions of a user in the

O-TPRS system but not the user’s identity. Table 4.2 illustrates these definitions.

Know my actions Do not know my actions

Know my identity No privacy and no anonymity Privacy but no anonymity

Do not know my identity Anonymity but no privacy Privacy and anonymity

Table 4.2: Privacy and anonymity of survivors in an O-TPRS.

To understand how privacy and anonymity relate to our findings, we make

the following definitions. We define identity as a survivor. We define action as

using an O-TPRS. We define the actors as the perpetrator, the police, or family and

friends that the survivor has chosen not to disclose their sexual assault experience
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to (assuming the perpetrator doesn’t fall into the latter category).

Our findings suggest that the O-TPRS should provide these properties:

Privacy protection from the perpetrator: Even though the perpetrator knows the

person is a survivor, the perpetrator must not know that the survivor is us-

ing or has used an O-TPRS. (See examples in Sections 4.4.1, 4.4.1, 4.4.1,

and 4.4.1.)

Anonymity protection from the police: The police must not know who the sur-

vivor is, while the police know that a “survivor” filled out an O-TPRS report.

(See examples in Section 4.4.1.)

Privacy and anonymity protection from others: The survivor’s family and friends

must not know that the person has experienced a sexual assault. In addition,

the family and friends also must not know that the person used or is using an

O-TPRS. (See examples in Sections 4.4.1, 4.4.1, 4.4.1, and 4.4.1.)

Because both privacy and anonymity are related, a compromise of one could

lead to the compromise of the other. There are many concerns that need to be

addressed in designing an O-TPRS. When using an O-TPRS, the anonymous re-

porting of sexual assault is completed after a survivor submits an O-TPR form to

the police (see Figure 4.2). The two main actors in the O-TPRS are the survivor and

the police. The survivor must trust that the O-TPRS has anonymized the O-TPR

form before sending it to the police. However, our results suggest that survivors

find it difficult to trust that the O-TPRS can preserve their privacy and anonymity

(for instance see Sections 4.4.1 and 4.4.1). The police must also trust that the

report received from the system is not a false allegation. The police find it chal-

lenging to trust that the anonymous reports from the O-TPRS are from survivors

(see Section 4.4.2). Therefore, survivors’ need for privacy and anonymity is pitted

against the police’s (1) need to know the identity of the survivor and (2) the con-

cern that anonymity could increase false reporting. The challenge for the O-TPRS

designers is that without finding a solution that can satisfy these two stakeholders,

it is unlikely that either will trust an O-TPRS. We discuss these concerns in depth

in the following sections and explain how they affect survivors and the police.
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4.5.3 Trust of survivors in an O-TPRS

Before sending the O-TPR form to the police

An O-TPRS requires both privacy and anonymity. Survivors want to send anony-

mous reports to the police. That means that the police should be able to identify

that they have received a report from a survivor without being able to trace the re-

port to the person who submitted it. Survivors also want to maintain their privacy

by having control over who sees that they are using an O-TPRS.

The survivor should be able to trust that unauthorized people will not discover

that the survivor is using or has ever used an O-TPRS. The O-TPRS has to be de-

signed so it is not obvious on the survivor’s device. Further, it should be unknown

to the perpetrator that the O-TPRS will report sexual assault. This requirement

could be achieved by using a pseudonym for the O-TPRS app or website; however,

this design could lead to usability issues for the survivors because survivors would

have to remember the pseudonym for the app.

Several proposals for addressing this problem have been put forward. For in-

stance, for survivors of domestic violence, Arief et al. [11] suggest the design of an

app that could automatically erase the parts of the survivor’s browser history that

shows that the survivor searched for online help resources for domestic violence.

The authors suggest that the app could be “hidden behind an innocent front end,

such as a game app or an image gallery app.” According to the authors, this design

will prevent the perpetrator from recognizing that the app erases the survivor’s his-

tory. A similar design could also be useful for an O-TPRS; however, such a solution

will be ineffective if the perpetrator knows the pseudonym of the app. For instance,

in their work on how technology aids perpetrators in stalking intimate partner vio-

lence victims, Freed et al. [111] outline many ways in which perpetrators can gain

access to survivors’ phones. Some ways include forcefully compelling survivors to

unlock their phones, or strictly monitoring their activities. If a sexual assault sur-

vivor lives in an unconducive situation, (for instance, Section 4.4.1 and P22-SWSR

in Section 4.4.1), having an O-TPRS app on their phones, even in disguise, may

bring harm to the survivor.

Survivors could also forget to close the O-TPRS, or the perpetrator might see
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them filling out the O-TPR form. The O-TPRS should be able to provide ways

by which a survivor’s privacy is protected if they leave their phone or computer

unattended while filling out the form (see Section 4.4.1). The O-TPRS would also

need to provide a way of easy escape on the app or the website if the perpetrator

walks in on the survivor while they are filling the O-TPR form. Some sensitive

websites have an escape button provided. These buttons allow people to exit the

site quickly if they feel uncomfortable while reading the website’s content or if it

becomes unsafe to continue reading (for instance see [2]). Such designs could be

looked into for O-TPRS apps and websites. Research needs to be done to determine

how best such escape buttons could be placed on an O-TPRS and if they will be as

effective.

It could be problematic for survivors if perpetrators know that an O-TPRS app

was downloaded or the website was visited. By default, computers and phones

save the history that an app was downloaded, or a website was accessed. This

default setting is a challenge for survivors (see Section 4.4.1). If the perpetrator

see this information, it could cause re-victimization of the survivor. For survivors

of domestic violence, Arief et al. [11] suggest an app that automatically erases the

survivor’s web history. However, in abusive situations where the perpetrators check

the survivors’ web and installation history, we believe such a design could lead to

more problems for the survivor. This problem could arise because the perpetrator

may suspect that the survivors are trying to hide their activities by erasing their

history.

Some technological solutions help people to surf the internet anonymously. For

instance, to browse the web anonymously, people could use the incognito mode of

their browser [58], or they could also make use of a Tor browser [35]. An option to

hide survivors’ online history could be for survivors to access the O-TPRS only in

incognito mode or through a Tor browser. However, these designs require a certain

level of familiarity with technology, and survivors may not find such designs usable

(see Section 4.4.1). Further, incognito mode won’t help in a scenario when the

perpetrator has installed a key logger or is eavesdropping the traffic between the

survivor’s computer and the internet [1]. In addition, the Tor network is linked with

so many illegal activities such as human trafficking and illegal sex trade [167], and

as cited by P18-SWSR in Section 4.4.1, it may be hard for survivors to trust that
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such systems can help reduce sexual assault.

Another option could be the inclusion of a process to verify a survivor’s identity

on an O-TPRS. This verification process could be done through an authentication

system. Depending on the name supplied to the O-TPRS system, this design may

not provide privacy because the presence of the app or website on a person’s device

may reveal to others that the person is a survivor. An authentication system may not

fully protect the survivor’s anonymity because whatever option is used to verify the

survivor’s identity could be an identifying factor of the survivor. This identifying

factor could be the survivor’s email address or biometric information. If a password

system is used, this design may be problematic if survivors forget their passwords.

If the survivor receives email to reset their login details, the perpetrators could

see emails or email notifications, which compromises the survivor’s privacy and

anonymity. Further, if an authentication system is used, the O-TPRS would have

to ensure that the police cannot access such identifying information without the

survivors’ consent.

After survivors send the O-TPR form to the police

After the O-TPR form has been sent to the police, the survivor’s anonymity and

privacy still need to be protected (see Section 4.4.1). Further, unauthorized in-

dividuals should be unable to discover that the survivor sent the information to

the police (for instance, see Section 4.4.1). Protecting survivors’ anonymity can

be achieved by having security in place. Such a system will need high level of

security, which is hard to afford especially for small organizations looking into de-

veloping O-TPRSs [114]. It is also difficult to measure how much security is good

enough to protect a system. As argued by Hurlburt [162], security may never be

good enough. The author explains further that for a secure system to be impen-

etrable by anyone, the system probably cannot be connected to the internet, and

humans will have to be taken out of the loop [162]. The O-TPRS will hold very

sensitive information from survivors. Therefore, whatever security measures the

system employs, such measures should have a low likelihood of being breached.

Any compromise of the O-TPRS could lead to distrust of the system and, even

worse, further victimization of survivors (see Section 4.4.1, 4.4.1). The O-TPRS
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operator will also have to convince survivors that such measures are good enough

to protect their information.

4.5.4 The police trusting O-TPRS reports

The police want to be able to verify that the person who sends an O-TPR form is

a survivor (see Sections 4.4.1, 4.4.2). However, it is unclear how this requirement

can be achieved without violating the survivor’s anonymity. One of the purposes

of using an O-TPRS is to keep survivors anonymous to the police (see Section 4.1

and Table 4.2). Verifying the survivor’s identity would violate their anonymity. In

the P-TPRS, the presence of a representative at the TPR center may provide some

assurance that the person making a report is a survivor (see Section 4.1.1). The

police may trust that the report is valid because they trust the representative [46,

207].

Several solutions exist that provide verification of system users. Examples of

such solutions include the completely automated public Turing test to tell com-

puters and humans apart (CAPTCHA) [338]. However, current solutions such as

CAPTCHA don’t solve this problem, as CAPTCHA is designed to check if the

user of a system is a human or not. CAPTCHA cannot verify whether the user of

O-TPRS is a survivor or someone making a false report.

The cost of making a false report is low with O-TPRS. As explained in Sec-

tion 4.1, a person is identified as a serial offender if three different survivors report

them as an offender. Both O-TPRS and P-TPRS carry a possibility of false report-

ing. Nevertheless, the cost to a person who wants to create multiple false claims

with P-TPRS is much higher. Such a person would have to convince two other

people to walk into a sexual assault center at various times and accuse the same

person of assault. With O-TPRS, the cost of making such false reports is smaller.

A person could simply download the O-TPRS app or use the website and get two

others to do the same. Alternatively, a person could make a report two more times

from different accounts, known in distributed systems as Sybil Attack [83].

O-TPRS could lead to an increase in false reporting. Although sexual assault

is an underreported crime, reducing the current barriers to reporting might lead to

an increase in reporting. In addition, as explained by P1-SW in Section 4.4.1, the
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use of O-TPRSs might also lead to an increase in false reporting. This is a major

challenge, as this problem might reduce the credibility of real reports made through

O-TPRS. This challenge is similar to swatting attacks where swatters make false

reports to the police about an ongoing crime [19]. Similarly, in an O-TPRS, the

possibility of false reporting could reduce the credibility of real reports.

A solution used to mitigate a similar challenge in other systems is the use of

a password-based authentication to identify users uniquely. As discussed earlier,

this solution, however effective, could reduce the anonymity of O-TPRS users.

Further, users could easily create multiple email addresses to make false reports.

It is unclear what measures can be put in place to deter illegitimate users while

maintaining ease of use for legitimate users to report their sexual assault. Future

research could investigate how O-TPRSs can implement a form of verification or

CAPTCHA system for survivors. This system should be able to verify that the

person reporting is a survivor. In addition, the system should not introduce the ad-

ditional bottleneck of having human verification or reducing survivors’ anonymity.

However, it should be noted that the motivation for making multiple or false

reports seems weak. Although any report made will be registered in a database, and

three reports would trigger follow-up from the police, as explained in Section 4.1,

that follow-up would simply be an invitation to make a formal report, which the

survivor was free to do at any time anyway.

4.5.5 The provision of human support

The importance of human support when reporting a sexual assault was discussed

by many participants (see Sections 4.4.2 and 4.4.2). Participants explained that

when using an O-TPRS, it would be important for survivors to have humans in the

process for two reasons: 1. To ensure that the survivor receives the support needed

to complete and submit the form to the police. Many participants wanted human

support when filling out an O-TPR. It is unclear if this finding is primarily because

most of our participants were already receiving support from sexual assault centers

and therefore could not imagine using an O-TPRS without a support worker. It

may be important to carry out further research to investigate if survivors who do

not receive support from sexual assault centers will be comfortable using an O-
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TPRS without human support. 2. To ensure that the survivor is in the right mental

state to make a report of a sexual assault [291]. For instance, sometimes survivors

deal with flashbacks or disassociation from the present moment and need support

before, during, and after making a report [291].

To provide support for survivors, an option could be to provide human support

via a video or audio call on the O-TPRS. While some participants thought this

option would be useful, others suggested they would need face-to-face interaction

(see Section 4.4.2). This design also doesn’t address the problem of verifying that

the survivor is ready to make a report [291]. It would be difficult for a human to

verify over a video or audio call that a survivor was in the right mental state to make

a report. This verification is important because on the O-TPRS, the survivor could

write about their feelings rather than limiting the input to the factual details about

the assault, and these details might be used against the survivor in the court of law

(see Section 4.4.1). Further research is necessary to identify unique solutions to

ensure that the survivor is ready, before submitting a report to the O-TPRS.

4.5.6 Balancing unlimited and limited input

There should be a balance between providing the survivor with too little or too

much time and document space to complete a report. Too much time and document

space in the O-TPRS could result in a survivor providing details that could be used

against them (see Section 4.4.1). Implementing a document space limit on the O-

TPRS may be helpful, however more research needs to be done to identify how

much space is too much or too little and how such restraints may affect survivors’

willingness to use the O-TPRS. Further, implementing a time limit could defeat the

purpose of letting survivors complete an O-TPR form at their own convenience.

4.6 Conclusion
Our paper presents privacy and security challenges in designing an O-TPRS. It in-

troduces many questions that need to be answered in order for survivors and police

to trust and use an O-TPRS. Our research serves as a starting point towards design-

ing O-TPRSs to increase sexual assault reporting and the arrest of perpetrators. We

presented our findings to Vesta, and the organization is taking this report into con-
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sideration in the development of their O-TPRS. We hope these results can start a

discourse in the research community and lead to solutions for designing effective

online reporting systems for sexual assault survivors.
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Chapter 5

Initial Discussion: Tying it All
Together

5.1 Generalizability of qualitative studies.
Generalizability is the “degree to which the findings can be generalized from the

study sample to the entire population.” [253]

Although qualitative studies are not generalized in the traditional sense or

meaning of the term, population diversity and sample size may be more impor-

tant based on the research questions [5, 65, 223]. When the research questions are

focused on understanding the how, why, and getting in-depth knowledge of a par-

ticular phenomenon, having a diverse sample, which may not be generalizable in

the traditional sense, has been recommended as more important in these types of

studies. Because my dissertation is more exploratory and answering the how and

why, I used a qualitative approach.

5.2 General Discussion
Based on our results in the previous chapters, the security and privacy challenges

can primarily be categorized into two: technological challenges, which refer to

challenges related to the design of the technology, and human challenges, which are

the challenges that are specific to the user groups making use of the technological
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solutions (see Chapters 2, 3, 4, 5). Table 5.1 shows the challenges that are grouped

under human and technological challenges.

Table 5.1: The categorization of challenges into technological and human
challenges

Categories of challenges Chapter 2 Chapter 3 Chapter 4

Technological challenges Technological dimension a. The inability to delete a joint
account and its content
b. The frustration of losing per-
sonal content
c. The risk of an account being
hijacked by a secondary user

Technological concerns

Human challenges a. Human dimensions
b. Organizational dimensions
c. Environmental dimensions

a. Cognitive burdens
b. The uncertainty of whether
the sharing was successfully
stopped
c. The annoyance of being un-
able to migrate content to anew
account
d. The burden of avoiding awk-
ward conversations
e. The stress of ending the shar-
ing of utility accounts when the
primary user moves out

Emotional concerns

We discuss the implications of the findings from our research. A major theme

was that participants did not trust technology and therefore had various security and

privacy concerns. Participants had multiple reasons for the distrust in technology,

which we discuss below. Another overarching theme was power imbalance. In

relationships and technology use, there was mainly the issue of a person having the

upper hand in using technology. Participants feared that the person with the greater

power could abuse/misuse the technology. For the rest of this chapter, we discuss

the reasons for the distrust in technology, the issue of power imbalance, and the

implication of our findings.

5.3 The dual use of technology
Our research highlighted the ease at which people use technological solutions for

purposes other than intended. For instance, in using technological solutions to

submit sexual assault reports, police officers feared that people could easily use

the solutions to make false reports, leading to an increase in false reporting and a
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distrust of legitimate reports (§4.4.1). The police officers were more comfortable

with having a human in the reporting loop (§4.4.2). The police wanted a support

worker to have interacted with the person making the report. On the other hand,

because technology is used to promote rape culture and aid perpetrators, survivors

found it difficult to believe that technology can also be used to report sexual assault

(§4.4.1).

Further, in ending the sharing of online accounts, participants were concerned

that account access given to a person when the relationship was going well could

easily be misused when the relationship ends (§2.3). Similarly, in telecommuting,

a participant gave her students remote access to her computer to facilitate learn-

ing. However, the participant was worried that the student could easily misuse

the remote control that they have been given to access other parts of her computer

(§3.5.2). In addition, some telecommuting solutions could aid with monitoring em-

ployees’ or co-workers’ activities and daily routine even during weekends (§3.5.2).

All of these were security and privacy concerns raised by participants and led to

the distrust of technological solutions.

Because of how easily technology can be misused, some participants would

rather not use technological solutions even though these solutions could offer many

benefits, such as increasing the reporting of sexual assault and reducing sexual

assault incidents. The issue of the dual use of technology can also be seen in other

technological solutions and lead to low adoption of those solutions. For instance,

while smart speakers provide several benefits, potential users are worried that the

speakers can easily be used to monitor and track their everyday activities, and hence

there is low adoption of the devices [59, 281]. A similar situation is observed in

the low adoption of other important technological solutions such as the COVID-19

contact tracing apps. While the apps could reduce the spread of COVID-19, there

is low adoption because the apps could be used in a manner that wasn’t intended

which is a privacy and security issue for potential users [51, 184, 299].

There is a need for solution providers to design technological solutions to re-

duce the possibility of misuse. Some principles of designing secured systems could

be used as a guideline to help solution providers build better technologies that

could reduce misuse. For instance, the principle of safe defaults states that systems

should be designed to be “fail-safe, meaning that they fail ‘closed’ (denying access)
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rather than ‘open”’ [331]. This principle implies that the default setting for any se-

cured product should be the safe option. Furthermore, in designing technologies,

solution providers could think of various ways by which those technologies can be

misused and try to accommodate for those. Kadri and Uusitalo et al. propose this

approach to designing everyday technologies and termed the approach ‘empathy

by design’ [170] or ‘safety by design’ [328]. Such a technological design may be

unable to accommodate every abuse use case; however, it will go a long way in

providing safer technological devices and platforms than those that currently exist

and could increase the adoption of those solutions.

5.4 Lack of control when using technological solutions
Participants believed they had no control over the outcomes of using technolog-

ical solutions and, therefore, found the solutions challenging to use. Therefore,

participants wanted to use non-technological solutions instead. For instance, for

the paper reporting version used in reporting sexual assault incidents, the survivor

meets with a representative, either a nurse or a social worker, at a reporting cen-

ter. The survivor fills out the form at the center and returns it to the representative

before leaving the center (see §4.1.1). Participants believed they had more control

over the paper version of reporting than using a technological system. Because of

their link with the perpetrators, they were afraid of their perpetrators getting access

to the reports. Participants believed that after they click the submit button on a

technological solution and no longer ‘see’ the information, they have no control

over what happens to the information afterward. However, this belief is ironic be-

cause participants also have no control over what happens when using the paper

version of the reporting system. In many cases, after the survivor leaves the report-

ing center, the nurse or support worker fills out the survivor’s report in an online

system and sends it to the police. One reason participants believe they have limited

control in using technological solutions is that whatever is kept online is available

for everyone (see §4.1.1). Further, participants trust the support worker that they

can see in person rather than an unseen entity they have no control over.

Furthermore, participants did not have a sense of control over what happened

after they stopped sharing online accounts. For instance, participants had difficulty
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remembering all the accounts they shared with the secondary users (§2.3). Fur-

thermore, many online accounts require participants to have complex passwords

which they cannot remember. Since participants believed they had no control over

the type of passwords they are allowed to use, participants decided to use the same

‘complex’ passwords on multiple accounts. The reuse of similar passwords in mul-

tiple accounts becomes complex in ending account sharing as participants had to

remember all their personal accounts and change the passwords to those accounts.

In other cases, the primary users did not have a sense of control over the account

as they faced a “racing problem” when ending password-based sharing. When

account sharing ends, whoever resets the account password first wins the race by

taking control of the account (§2.3).

In developing technological solutions, technologists could look into strategies

for giving users a sense of complete control or ownership of the solution. In some

cases, this challenge stems from participants not having a full understanding of how

the technology solution works (§4.4.1). We suggest educating end-users about the

solutions. For instance, such education could be done through automated onboard-

ing when users start using the solution [250]. This type of education may help

influence people’s mental model about the amount of control they have in using a

solution.

5.5 Protection of anonymity and privacy
In Chapter 4 we define anonymity and privacy. Privacy and anonymity are related

but can be differentiated in some contexts. Webb [340] defines online privacy as

the ability to “control who (if anyone) sees what activities you engage in online. In

other words, ‘they’ can see who you are, but not what information or websites you

access or seek.” The author further defines anonymity as, “when you opt to have

your online actions seen, but keep your identity hidden. [This means that] ‘they’

can see what you do, but not who you are.” In other words, privacy means knowing

a person’s identity but not their actions in the system. Anonymity means knowing

the actions of a user in the O-TPRS system but not the user’s identity. Table 5.2

below (from Chapter 4) illustrates these definitions.

We discovered that in all technological solutions regardless of the context par-
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Know my actions Do not know my actions

Know my identity No privacy and no anonymity Privacy but no anonymity

Do not know my identity Anonymity but no privacy Privacy and anonymity

Table 5.2: Privacy and anonymity illustrated.

ticipants wanted either their anonymity, privacy, or both protected. But in some

cases, this wasn’t possible and therefore was a concern for users.

For instance, in reporting sexual assault, the action for the survivor is: filling a

sexual assault report. And their identity in this context is: victims of sexual assault.

The survivors wanted this action to be known to the police (but not unauthorized

people) but wanted their identity (privacy) protected. However, the police wanted

to know the action and the survivor’s identity (i.e., no privacy or anonymity for the

survivor). As seen in Chapter 4, this was a clash of priorities for both stakehold-

ers (the police and the survivor). The challenge for the sexual assault reporting

technology designers is that without finding a solution that can satisfy these two

stakeholders, it is unlikely that either will trust such solutions.

In telecommuting, the action for telecommuters is: to do their organization’s

work. Their identity in this context is: workers. Telecommuters wanted controlled

privacy. They did not wish for any other form of their identity to be compromised.

Telecommuters only wanted to be known as a ‘worker’ to their co-workers. They

did not necessarily want to be known as a mum, a dog owner, a husband, or an

artist. But this was not possible as, during telecommuting, workers had to engage

in video calls and invite people digitally into their homes (§3.5.2). Further, there

was the fear of co-workers being able to monitor employees’ daily routine through

telecommuting solutions monitoring capabilities (§3.5.2). In using telecommuting

solutions, telecommuters wanted control over their privacy and what aspect of their

lives they decided to show to their co-workers, which was not always possible.

In ending a shared account, participants wanted a situation whereby when they

stop sharing an online account, their previous actions while using the shared ac-

counts are protected (anonymity) as well as their identity that may have been shared

while they performed those actions (privacy). However, participants’ privacy and

anonymity were not always provided, which led to various user-centered chal-
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lenges (Chapter 3).

In designing technological solutions, technologists should consider the anonymity

and privacy that people need and ways of providing it to them. Solution providers

need to rethink people’s various identities and actions and consider to what extent

people want their identities and actions protected. Solutions need to consider peo-

ple’s privacy boundaries and how technologies invade the privacy boundaries that

they have set in their everyday activities [6, 241, 323]. This consideration could

lead to providing solutions that people will be more comfortable using.

5.6 Solutions do not implement the principle of least
privilege

Participants were hesitant to use technological solutions because a compromise of

one solution could compromise many other solutions. This finding is a violation

of an important security principle known as the principle of least privilege. van

Oorschot [331] define this privilege as the need to “allocate the fewest privileges

needed for a task, and for the shortest duration necessary.” Adhering to this princi-

ple may help improve the security and privacy of users of technological solutions.

For instance, in ending shared accounts, participants were worried because shar-

ing their password for one account meant that the secondary user also knew the

password for many other accounts since participants reused passwords. Therefore,

if the participant forgets to change the similar passwords used in other accounts,

that gives the secondary user unrestricted access to other accounts (§2.3). A sug-

gestion could be for technologists to design solutions that do not allow the reuse

of passwords across systems. The solution could scan the person’s computer and

prevent the person from using a password that has been previously used. While this

suggestion may help avoid the reuse of similar passwords, it adds the complexity

of users remembering the complex passwords used across various accounts. A bet-

ter solution would be for authentication systems to be designed without the use

of complex passwords. For instance, in their paper [28], the authors discuss the

replacement of passwords with more usable user authentication methods.

Further, participants in the study on sexual assault reporting were concerned

about using an app on their phone (compared to a website) to report sexual assault.
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This concern is because a compromise of their phone security also compromises

the sexual assault reporting app (§4.4.1). Most authentication systems provide all

but nothing type of authentication. Therefore, once an attacker can compromise

the security of a person’s phone, the attacker can interact with all the apps on the

phone. Both previous and current research shows how technological solutions,

especially mobile, can offer more fine-grained user permissions [347, 348]. We

suggest technologists look into implementing these solutions.

5.7 The challenges of using technological solutions could
lead to life threatening situations

In designing technological solutions, technologists need to note that while users

experience most of the challenges online, these challenges could have offline con-

sequences. For instance, in telecommuting, users were worried about of people

locating their homes and attacking them and other household members (§3.5.3). In

ending shared accounts, there was the risk of account hijacking and impersonation

(§2.3). Furthermore, survivors of sexual assault were worried about a technological

solution malfunctioning, and perpetrators discovering that the survivor had used or

attempted to use a solution to report sexual assault. This problem could lead to re-

victimization of the survivor (§4.4.1). Addressing the challenges involved in using

these solutions becomes even more critical for the safety of users.

5.8 Power imbalance
An overarching theme in our findings is power imbalance in using technology in

relationships. We define power imbalance as “the ability of human agency to ex-

ercise control over its social and physical environment” [119]. The author further

explains: “Power imbalances exist in a social setting, when there are asymmetrical

relations of power among persons. ... A power imbalance exists when A has more

control or influence over B’s behaviour than vice versa. Control may be exercised

by the use of superior force, or by economic means, or by control over knowledge

and information” [119].

Technology use in relationships currently puts one user above the other through

the design of technology. This situation sometimes leads to unfair privileges to the
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user with the lesser power, especially when the relationship breaks down. The

power imbalance can lead to the abuse of technology by the user with the greater

power. For instance, in a shared account, when the account sharing ends, the pri-

mary and secondary users face a racing condition. The first user that can suc-

cessfully change the password gain full control of the account and can misuse the

account as desired (for example, a user can hijack the account, see Chapter 2).

In telecommuting, the power imbalance between the employer and the employee

forces the employee to use technology in ways they do not prefer (for instance,

giving remote control of teleconferencing technologies to clients, turning on their

video cameras during meetings, or having online monitoring indicators on). Par-

ticipants were fearful that these privileges could be abused, see Chapter 3.

The power imbalance is also a reason for participants’ distrust of technology.

For instance, as discussed, users felt a lack of control when using technology. It

always seems like the user with a ‘better understanding of technologies’ had the

most say on using technologies in relationships.

A balance in power dynamics will go a long way in addressing people’s se-

curity and privacy challenges in using technology in relationships. To reduce the

abuse of technology, we need to understand the inherent characteristics that make

it easier for technology to be manipulated by the user with greater power. An un-

derstanding of these characteristics could help to reduce the power dynamics and

potential abuse of technology.

In the following Chapters, we uncover these characteristics and discuss the

implications of our findings for designing and developing technological solutions

for relationships.
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Chapter 6

The Characteristics of
Technology that Facilitate Misuse

Using the complex relationship scenario, we conducted research to understand the

inherent characteristics of technology that facilitate abuse.

Our research question was:

• RQ5: What characteristic of technology facilitates abuse?

Answering this research question will help us in identifying the attributes of tech-

nology that facilitate abuse.

We addressed our research question by conducting a literature review of 224

research papers—the papers discussed how technology facilitates the sexual assault

of victims by perpetrators. We analyzed the papers using grounded theory.

For clarity we define the following terms.

Technology: A collection of systems “that allow users to exchange digital in-

formation over networks” [32]. In this paper, we use technology as an umbrella

term for all types of mobile, web-based, and internet-enabled services, platforms,

and devices.

Sexual assault: “Unlawful sexual activity and sexual intercourse carried out

forcibly or under threat of injury against a person’s will or with a person who is

beneath a certain age or incapable of valid consent” [341]. For the purpose of our

study, we treated sexual abuse and rape as particular types of sexual assault. We
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also refer to sexual assault as “assault” when the context is clear.

Perpetrator: “A person who carries out a harmful, illegal, or immoral act” [181].

In the paper, we refer to the perpetrator in the context of sexual assault.

Victim: A person who has been sexually assaulted.

Target: Person(s) the perpetrator aims to assault sexually.

Stakeholders: Actors (persons or organizations) with a vested interest in a

certain course. We use stakeholders to refer to volunteers and staff of sexual assault

centers, police officers, and people working to provide legal services to victims.

Re-victimization: Refers to victims reliving the sexual assault experience, ei-

ther physically or psychologically.

Our specific contributions are:

• We performed the first systematization of knowledge on the characteristics

of technology that facilitates abuse.

• Second, we identified ten characteristics of technology that facilitate sexual

abuse. These characteristics are covertness, anonymity, evolution, bound-

lessness, reproducibility, accessibility, publicness, indispensability, malleabil-

ity, and opaqueness.

6.1 Method
We used a five-step iterative process combined with coding from Grounded The-

ory to review the literature, for the systematization of knowledge. We chose this

approach because it allowed us to reach a “thorough and theoretical analysis of

any topic” and provide insights grounded in the literature [350]. We followed the

five-step iterative process itemized by Wolfswinkel et al. [350]: Define, Search,

Select, Analyze, and Present. Two of the authors selected 224 papers (we discuss

the paper selection process below). All authors then conducted a card sorting ex-

ercise and several brainstorming sessions to arrive at our findings. For the rest of

this section, we explain the five-step process that we used for our systematization

of knowledge. It should be noted that we iterated between the steps as needed, as

the process is meant to be iterative [350].

Defining: The goal of this step is to define the scope of the literature review.

During this step, we defined our:
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Inclusion criteria- For a paper to be included, it should satisfy all of the fol-

lowing criteria: (a) it must be a peer-reviewed journal article, conference/workshop

paper, or book chapter, and (b) it must discuss sexual assault, and (c) it must discuss

the use of technology to facilitate, report, or prevent sexual assault.

Exclusion criteria- We excluded papers that discussed sexual harassment (i.e.

making rude, sexually degrading, or offensive remarks or gestures) but not sexual

assault.

Selected source/database- We chose Google Scholar (scholar.google.com) to

search for the papers used in this research because it provides a broad coverage of

research topics [136, 227, 243, 316].

Specific search terms- We searched using either ‘technology’ or ‘social media’

term combinations with each of the following terms: sexual assault, intimate part-

ner violence, IPV, human trafficking, abuse. For example: (i) technology human

trafficking, (ii) social media sexual assault.

Searching: The goal of this step was to search for papers using the search

terms defined above. We searched using Google Scholar. While searching, we re-

alized from the title(s) and abstract(s) of the resulting papers that we may miss out

on other relevant papers if we used only the search terms defined initially. There-

fore, we went back to the previous step and added the following search terms: so-

cial networks, child abuse, domestic violence, intimate partner abuse, technology-

facilitated abuse, sexual crime, sexual violence, COVID-19 sexual abuse, perpe-

trators, sexual abusers, rape, rapists, smart devices sexual abuse. Two researchers

conducted this step independently. 258 papers were identified at this step.

Selecting: The aim of this step was to check if the papers identified in the

Search step (i.e. papers identified by using the search terms) satisfied the inclusion

criteria specified in the Defining step. For each of the papers identified during the

Search step, we did the following: (a) Checked forward and backward citations

to see if any of the papers that were cited or did cite a given paper also met our

criteria. Through this process, we added 154 new papers, resulting in a total of

412 papers. (b) Proceeded to filter out duplicates (e.g., almost exactly the same

papers, one version published in a workshop and the other at a conference). After

purging duplicates, we were left with 321 unique papers. (c) Read the full text

of each paper in our data set to determine if it met the inclusion and exclusion
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criteria. As a result, 91 papers were removed, leaving us with 230 papers. (d) Of

the 230 papers, six papers were from 1994-2004. After reading them, we decided

to remove them because the type of technological tools described in the papers

were so outdated that they were no longer relevant (for instance [104]). We ended

up with 224 papers that we could use in this research; they were all published

during the period from 2005 to January 2021. Two co-authors were involved in the

first three steps. All authors were involved in the last step.

Analyzing: The aim of this step was to analyze the papers in the selected sam-

ple. We analyzed our data in ascending order of publication date, in order to see

if specific trends emerged over time. As suggested by [350], we employed coding

techniques from Grounded Theory as follows: (a) Open coding: We read papers

and highlighted those parts of each paper that appeared relevant to our research

questions. We then assigned one or more codes to each highlighted text fragment.

One of the co-authors performed open coding for each of the papers in the dataset,

and another coded 150 papers of the dataset that were published most recently.

Two researchers met frequently online to discuss their interpretations of the codes,

and to resolve any disagreements. As a result, a total of 148 individual codes were

generated. (b) Axial coding: Each of the two co-authors independently grouped

codes identified during open coding into a set of categories and then they met on-

line to discuss the differences and to converge on a single set of those categories.

Instead of quantitatively measuring the agreement between the two researchers, we

focused on using the differences to have a discussion about the best way to interpret

the codes [324]. As a result, the researchers arrived at a set of nineteen categories.

(c) Selective coding: All co-authors discussed labels and semantics for all of the

categories, and arrived at a consensus. We resolved our differences by inquiring

about the reason(s) behind the category label(s), and discussing the idea(s) that

surrounded the labeling of the category, while trying to reach a consensus that all

co-authors agreed with. Afterward, we performed a card sorting exercise to deter-

mine the relationships between the categories. We also had several brainstorming

exercises to better organize our findings. As part of those exercises, we selected

main and sub-categories, which are presented below. We reached saturation in this

process when no new revisions emerged.

Presenting: All co-authors organized the key insights that we derived from
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the categories and the relationship(s) between them. We present our findings in the

following sections.

6.2 Results

6.2.1 How Technology Enables Abuse

We present the characteristics of technology that facilitate the abuse of victims.

Covertness

We define the covertness trait of technology as the characteristic that enables one to

operate technology in a particular location without the knowledge of the impacted

individuals. This trait allows for perpetrators to subtly gather information about

or monitor targets and victims. This characteristic can mostly be seen in mobile

or IoT devices [192] and spyware [202, 307]. Abusers could also hack into other

non-IoT devices, the victims’ email, social networking, and media accounts (such

as Facebook, dating sites) and covertly use or gather information [97, 137]. We

discuss below some of the technological tools used covertly by perpetrators and

how these tools enable abuse.

Perpetrators use technological tools that enable surveillance of another
person but not vice versa. Chatterjee et al. define these types of technological

tools as subordinate tracking devices, and they enable a person to monitor another

but not vice versa [52]. Perpetrators could misuse these tools to gather informa-

tion about victims covertly [52, 135]. For instance, Westmarland et al. describe

‘track your wife’, a mobile app that runs in the background of a device where

it is installed. The app periodically sends time and the device’s geolocation to a

server. Using this information, a perpetrator can know the device location (and in

other words, the location of the victim) [342]. Another example is the use of auto-

answer phones. These are phones that have the ringer on silence and automatically

answer calls. Perpetrators could leave these phones in the victims’ cars, houses, or

other locations and call the phone to listen in on the victim’s conversations without

their knowledge. Using the information gathered from the victims’ conversations,

the perpetrators can determine the recent activities of the victim and plan a suit-
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able time and place to abuse the victim [200, 308]. Perpetrators could also use

parental apps and ‘track my pet’ apps to monitor victims [84]. Further, perpetra-

tors could use spyware [29, 86, 146, 202, 221, 222, 307], screen, audio-visual and

voice-activated recorders [322].

Perpetrators use personal and mutual tracking technologies. Chatterjee

et al. define personal tracking apps as those that are “intended for use solely by

the owner of a phone” (e.g., find my phone apps) and mutual tracking as “apps

that allow a group of people to track each other’s locations” (e.g., apps to track

family members) [52]. For example, the location of victims who are fleeing from

perpetrators to various shelters could be revealed by the GPS technology of their

mobile devices [118]. Many studies report various means by which perpetrators

misuse both personal and mutual tracking apps to monitor victims discreetly [12,

45, 52, 69, 81, 84, 87–89, 110, 123, 129, 131, 132, 185, 187, 195, 200, 202, 210,

222, 273, 276, 288, 311, 314, 330]. Perpetrators can also surreptitiously use other

technologies for surveillance, such as IoT devices [27, 54, 186, 245, 280, 315, 356],

hidden cameras [84, 107, 108, 110, 117, 135, 138, 146, 200, 256, 266, 276, 311,

322, 342, 352] and many other types of technological tools [12, 29, 45, 52, 81, 84,

87, 89, 131, 133, 138, 187, 195, 210, 273, 288, 311].

Tracking functionalities are available by default on some technological de-
vices, which provide more avenues for victim surveillance. Some of the track-

ing functionalities are provided with the device’s operating system or by the device

service provider, which means users are unable to uninstall these apps: Chatterjee

et al. describe some of these instances, “Verizon Family Locator do not require

an abuser to install an app on the phone [to monitor victims], and often can be

remotely activated with the credentials attached to the account that pays the cellu-

lar bill. Android natively provides tracking functionality, via Find My Device, or

via Google Maps’ unlimited location sharing functionality. Assuming the abuser

has access to the victim’s Google credentials, the abuser can remotely turn on the

Google Maps Timeline feature and obtain periodic (even historical) information

about the victim’s location.” [52].

Apart from surveillance, perpetrators subtly compromise the victim’s on-
line accounts to impersonate them or use their information. Researchers report

incidents where abusers have garnered information about victims from their com-
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promised accounts without the knowledge of the victim [107, 256]. Fraser et al.,

for instance, described the case of a police officer who wanted revenge against his

girlfriend and gained control of her email account. The officer used the email ac-

count to impersonate her on a dating site and arranged for seventy men to meet up

at her home [107].

Perpetrators appear to be omniscient and omnipresent, creating more av-
enues for the abuse to continue. The covert trait creates a Big Brother effect

whereby the perpetrator always has up-to-date information about the victim and

could have an upper hand over them. Because of how discreetly technology is used,

victims may not know the abuser’s activities [76, 107, 137, 256, 257, 342, 352].

The omnipresence and omniscience effect makes it hard for victims to distance

themselves from perpetrators, which leads to more opportunities for abuse [107,

352].

Perpetrators coerce victims to indulge in sexual acts because of the sen-
sitive information perpetrators have about them. The perpetrator could gather

a significant amount of information about the victim, including sensitive surveil-

lance videos, images, or audio recordings. To sexually assault victims, the perpe-

trator could blackmail and threaten to share the sensitive information obtained from

covertly monitoring the victims [85, 146, 185, 254, 290, 311, 352]. Because of the

fear that the perpetrator will fulfill the threat, victims keep engaging in sexual acts

with the perpetrator [336].

Publicness

In most cases, information kept on the internet is public. Unlike the covertness

characteristic that deals with collecting non-public information about victims, the

public characteristic refer to publicly available information created when a person

uses technology.

Perpetrators use social media sites to gather information about targets or
victims. A lot of personal information is displayed on social networking sites

and other social media apps. These social platforms include Facebook, Instagram,

Twitter, Linkedln, etc. Through these online networking platforms, perpetrators

can learn about their target’s likes, dislikes, interests, geo-location, school or work
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information, and other personal information. Perpetrators can then use the infor-

mation to build an online relationship with the target and proceed to offline meetups

to sexually assault their target [26, 29, 77, 84, 107, 176, 200, 202, 215, 311, 352].

Perpetrators can also learn current information about their past victims to facilitate

the continuation of sexual abuse [77, 88, 176, 352].

Victims find it challenging to avoid perpetrators monitoring them using
their publicly available information. Many research papers report this chal-

lenge [118, 202, 352]. Sometimes, the perpetrators are still friends or connected

with the victims’ friends or others in their networks on social media and other on-

line platforms. Therefore, the perpetrator can use these platforms to get current

information about the victims (such as the victim’s location and activities) through

their friends on social media. The perpetrator could use this information to lo-

cate the victim and continue the sexual assault [185, 352]. Further, victims living

in shelters had difficulties hiding their exact locations from perpetrators because

of publicly available social media information. Matthews et al. explain the issue:

“An important challenge in staying hidden was that the abuser could use other peo-

ple—such as the survivor’s children, family, friends, colleagues, teachers, and so

on—to find their contact or location information [online]. This concern ... greatly

complicated the survivors’ online privacy and security work, because it required

them to enlist the cooperation of other people who may not fully understand their

situation.” The paper further reports that in an attempt to stop the perpetrator from

using their publicly available information, victims sometimes had to restrict their

children’s social media activities or to block mutual friends that the victims have

with the perpetrators [202].

The default settings of websites make information publicly available. Us-

ing some online platforms could lead to the disclosure of some information that

people do not want to make public [107, 129, 185, 202, 311]. For instance, Face-

book allows people to tag other users in posts or photos by default [94]. This setup

could help abusers know their targets’ locations or determine recent activities they

have engaged in. Users would have to manually change these settings.

Some apps facilitate the aggregation of various publicly available online
data. Such aggregation could be useful to perpetrators. Dimond et al., for in-

stance, discussed an app, Google buzz, that collated people’s online identities from
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various websites. The authors explained the challenges, “When Buzz launched, it

disclosed all the names of Gmail contacts publically. For one blogger, this was

extremely problematic because the service automatically shared her comments on

Google Reader with her abusive ex-husband, which resulted in the disclosure of the

locations of her home and work.” [77]. Perpetrators have exploited similar apps to

assault victims or targets [146].

Anonymity

We define anonymity as the ability to hide one’s true identity when using techno-

logical tools. Anonymity is provided in various forms of technologies, especially

in using the internet or mobile cellular devices.

Perpetrators create false identities that facilitate in-person meetings with
targets. Using some technologies such as the internet helps people hide under

many anonymity layers [116, 176, 268, 274, 336]. For instance, Tor internet web

browser facilitates the protection of people’s identity online by providing a secured

network for communication [263]. Because of the anonymity that technology pro-

vides, perpetrators could create a false online persona that people would most likely

find appealing and be willing to engage with [26, 67, 176]. Multiple papers re-

port incidences where the internet facilitated anonymous grooming of potential

targets and the eventual in-person meeting between the perpetrator and the tar-

gets [92, 214, 336]. Further, perpetrators can create multiple false identities by cre-

ating many online accounts and profiles on various websites [26, 85, 92, 204, 214].

Perpetrators build social trust between themselves and the targets. The

anonymous friend feature of several social networking sites (SNS) helps victims

in trusting a perpetrator. Online social media is built on the network and concept

of friendships [358]. Being friends with strangers on some social media platforms

could make people assume they know a stranger when, in reality, they do not [268].

Kloess et al. note that the constant anonymous communication on the internet helps

to “foster feelings of belonging and a sense of community to form relationships

and building friendships.” [176]. These ‘feelings’ help create the notion that a

stranger is a friend and leads targets to trust the perpetrator. For instance, research

shows that victims of technology-facilitated abuse report an increased friendliness
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or false sense of ‘knowing’ the perpetrator online before they met in person [26,

36, 268]. Similarly, the idea of social trust can be seen in online dating sites and

apps. Perpetrators create a false online persona on dating sites and build trust with

the targets. [60, 107, 256, 336]. Unfortunately, people could be more emotionally

vulnerable with dating sites and could end up trusting an appealing stranger more

easily [256, 293]. Further, research shows that perpetrators use a combination of

technological platforms. For instance, while the initial point of the meeting could

be a social media platform, however, the perpetrator continues the conversation on

other technology platforms such as through mobile phone communications (e.g.,

text messages and calls) to build social trust [26, 36, 74, 157, 176, 204, 216].

Anonymity and a heightened sense of social trust leads to eventual in-
person meetings. The anonymity of the technological tools leads to victims trust-

ing the fake identities that perpetrators have developed online. Perpetrators exploit

the false sense of connection and relationship provided by these sites to facilitate

offline meetings and sexual assault of targets [26, 36, 204, 256, 274, 336]. The idea

of confidence and social trust is similar to the literature of how con men gain their

victims’ trust through confidence games (also known as cons) [141, 143, 238, 317].

It is difficult to hold a perpetrator accountable. Because of the complex

layers of anonymity (such as the encryption of online communications), law en-

forcement finds it hard to identify and apprehend perpetrators [213, 217, 247]. In

addition, as explained above, perpetrators make use of multiple technological tools

in contacting targets. These tools have varying anonymity levels and add to the

difficulty of apprehending perpetrators [146, 247]. The knowledge that anonymity

could make it challenging for law enforcement to apprehend perpetrators could de-

velop more confidence in perpetrators and, therefore, a continuation of the crime

of sexual abuse [10].

Evolution

New technologies are constantly being developed, and old technologies are being

improved. Technology, therefore, is ever-changing and ever-evolving.

Advances in technology are creating avenues for alternative forms of abuse
weapons. The evolution of technology can be seen in the development of many
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new technological devices and online platforms [180]. While the evolution of tech-

nology is essential, it expands the perpetrator’s repertoire [107, 159, 268, 269, 274].

Technological tools can also be used in ways that were never intended. Research

shows that perpetrators weaponize technological evolution to scale up their of-

fenses [30, 107, 204, 254, 276, 330, 342]. For instance, perpetrators make use

of various online platforms to facilitate the distribution of unauthorized sexual

recordings [147, 217], real-time instant messaging services increases the speed

of communication between targets and perpetrators [159], the use of search en-

gines, chatrooms, SNS, emails, online dating sites, mobile phones to locate tar-

gets [56, 92, 108, 116, 159, 176, 199, 204, 256, 293, 336], and the use of spyware

and multiple IoT technologies to monitor targets and victims [26, 27, 84, 107, 192].

Further, even when a method of abuse is taken away from abusers, tech-
nological advances provide new and better ways to carry out abuse. Many

research papers illustrate various ways by which perpetrators have adapted to use

other means of technological abuse once a technological abuse tool is taken away

from their toolbox [30, 204, 330].

Boundlessness

We define the boundlessness characteristic as the lack of geographical barriers.

Technology is not confined to a particular space or geographical location. This

characteristic is mostly seen in technologies that make use of the internet.

Meeting fellow perpetrators and forming a massive online community of
support is easier. The internet’s boundlessness characteristic makes it easier for

perpetrators to form ties with many more perpetrators, share tips and strategies, and

strengthen their network [157, 268]. Before the use of the internet, such a strong

support network and collaboration among perpetrators would have been impossi-

ble [26, 157, 204, 256]. The characteristic allows for more like-minded people to

come together on the various online platforms, with the goal of bonding, exchang-

ing ideas about their sexual fantasies, identifying tools that could aid surveillance,

and facilitating online and offline sexual meetups with targets or victims [67, 204].

Perpetrators use these communities to get others interested in being part of a sexual

crime. Kloess et al. explain: “In terms of offending behavior, such communities
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may also have changing effects on users’ views due to its supportive and under-

standing, as well as justifying and normalizing, features.” [176, 268].

Further, perpetrators can meet more targets. The characteristic opens up

more opportunities for an abuser to meet more targets from various physical lo-

cations in the world [67, 91]. Technology gives “expanded access to victims for

offenders.” It provides the, “ability by perpetrators to span large distances and

involve multiple parties, to the extent that it outstrips the capabilities of many [po-

lice] agencies.” [213].

Perpetrators can continue the abuse of an ex-partner and blackmail them.
The abuse can continue long after the relationship has ended. This problem stems

from people sharing their online space while in a relationship. Even though their

physical relationship has ended, ending their online relationship could be com-

plex [311]. Hand et al. explain that because of technology, “geographic and

spatial boundaries no longer present a barrier for one to communicate, contact

or locate another globally.” [129]. Technology is “redefining the boundaries of

romantic relationships in ways that provide a fertile ground for conflict and abuse

and through providing opportunities for constant contact through mobile or online

communication technology. [86]. Sometimes, abusers still have access to victim’s

previously shared online accounts and can use the information on those accounts

to blackmail the victim into engaging in sexual acts [110]. Technology therefore,

“lessens [the] personal sense of privacy boundaries.” [88].

Reproducibility

We define reproducibility as the ability to duplicate any information kept on the

internet. This makes the information on the internet to be close to permanent.

Sexual content shared online is easily duplicated, resulting in re-victimization.
Abusers sometimes share sexual images, videos, or audio recordings of victims on

the internet. When this content is shared, it can easily be reproduced, making such

information close to permanent [12, 80, 85, 92, 100, 139, 140, 144, 152, 153, 156,

206, 214, 217, 248, 254, 259, 261, 336]. Many research papers document the dif-

ficulties survivors face in attempting to remove content that has been reproduced

on various online platforms [26, 80, 92, 254]. In situations of unauthorized du-
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plication and distribution of sexual content and people engaging with the content,

victims have described such incidents as feeling as the rape was occurring all over

again [41, 67, 80, 255, 336].

Perpetrators can blackmail victims by threatening to post victim’s sensi-
tive information online. Perpetrators sometimes coerce victims’ consent to en-

gage in sexual activities and threaten to share sexual content online if they refuse

or report to the police [26, 85, 151, 159, 274, 276]. Sometimes victims are afraid

that the perpetrator will make good on their threat, and their sex images or videos

will be visible online forever [256]. The victim, therefore, continues the sexual

activities with the perpetrator [60, 101, 151, 152, 213, 260, 336].

Accessibility

Accessibility refers to technology being available and easily accessible to multiple

individuals.

Perpetrators do not have to be tech-savvy to use technology for abuse.
Technology is widely available, and because of how easily available technology

is, perpetrators, do not have to be sophisticated technology users to abuse technol-

ogy. Ramsay et al. explain, “the widespread uptake and everyday use of smart-

phones and connected devices in the home means that stalking and abuse online

is no longer solely the domain of the most ‘tech-savvy’ perpetrator.” [276]. The

increased accessibility of technology is enabling perpetrators to easily monitor and

abuse targets and victim [26].

Indispensability

We define indispensability as the characteristic of technology that makes it es-

sential in everyday life. It is the attribute that leads to people being reliant on

technology.

The constancy of technology in people’s lives enables perpetrators to have
access to victims consistently. The use of technological tools and platforms has

become a necessary part of people’s everyday lives [84]. The overall dependency

on technology makes it harder for people to let go of technological tools while

making it easier for perpetrators to get more targets [56, 176]. Some sexual abuse

118



shelters request victims to let go of technological use to prevent perpetrators from

tracing them to their current locations or shelter facilities. However, victims find

this request hard to adhere to [53]. People have become so dependent on technol-

ogy that they find it challenging to cut off from technology even if it comes at the

risk of sexual assault [26].

Malleability

We define malleability characteristic as the ease with which digital content can

be tampered with. Many technologies can modify digital content, such as pho-

toshopping a picture or altering a video and audio content using artificial intelli-

gence. Perpetrators circulate modified sexual content of victims to facilitate re-

victimization [336].

Opaqueness

We define opaqueness as referring to a system with contents that are mysterious to

the user. In our case, the system is technology.

Victims were concerned that they did not know the type and volume of
data that their technological device has or collects about them. For instance,

victims in a research study complained about how they knew that their IoT de-

vice was collecting data about them. Still, they could not figure out or remember

what data collection they had consented to. Sometimes, victims had an incom-

plete mental model of these devices, and they either underestimated or overesti-

mated what the device could do [27]. For the victims, the technological device is

opaque [186, 314].

There is a cognitive workload for victims in remembering details about
accounts that they use. This problem made it difficult for victims who wanted

to cut ties with their abusers completely. Because technology is opaque, victims

did not know or remember who had access to their online accounts. Victims were,

therefore, still linked to the perpetrator after a relationship ends even though they

wanted to cut all ties [187].
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Figure 6.1: Visual summary of the results on how technology facilitates
abuse. Solid/dotted lines indicate that specific characteristics en-
able/amplify perpetrators’ capabilities. Note that false identity is when
someone uses stolen or fabricated personal information. Impersonation
is when someone pretends to be you [39]

.

6.3 Limitation
Our systematization of knowledge centered mainly on research work in devel-

oped countries. These may have influenced our categorization of technology’s at-

tributes. However, most of the research papers we found in the field of technology-

facilitated abuse centered on developed countries. Further, we do not specifi-

cally focus on the link between technology and child sexual abuse. In addition

we did not account for the differences between pseudonymity and anonymity.
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“Anonymity can be defined simply as being without a name or with an unknown

name. Pseudonymity is the use of a false name” [169]. However, the differences

between these terms were not the goal of our research.

As with any qualitative research, our findings may have been affected by sys-

tematic biases [78]. To reduce researcher bias, multiple researchers were involved

in analyzing the data and converged on their interpretations [227, 243]. Further-

more, we used only Google Scholar to search for papers, which might have in-

troduced additional system bias. At the same time, Google Scholar’s inclusive

and unsupervised approach appears to provide the most broad coverage of pa-

pers [136, 227, 243, 316].

Despite of the above limitations, we believe that our study provides a useful

background for future research on using technology to support victims and reduce

sexual assault. Further, through our research, we identify characteristics that facil-

itate abuse in using technology in various types of relationships.
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Chapter 7

Concluding Discussion: The
Dimensions of Technology

We propose a design rubric to help developers and designers predict some secu-

rity and privacy challenges users could encounter while using their solutions. Our

findings in Chapter 6 show ten characteristics of technology that facilitate abuse.

These technology characteristics are covertness, anonymity, evolution, boundless-

ness, publicness, reproducibility, accessibility, indispensability, malleability, and

opaqueness. These characteristics facilitate abuse, which leads to security and pri-

vacy challenges. Therefore, considering these characteristics in technology design

could help predict some security and privacy challenges users could face using

the technology. This knowledge could lead to putting measures in place during the

product development to help mitigate the predicted security and privacy challenges.

Such measures could go a long way in preventing some of the identified risks of us-

ing technology in relationships. The characteristics discussed below were chosen

based on the results from the individual chapters. Note that application of the char-

acteristics as discussed in this Chapter have not been tested and further research

is needed to test the application. In predicting some of the security and privacy

challenges of using some technological solutions, we first need to define:

• The technology: This refers to the technological solution.

• The user: This is the person who will make use of the technology. For
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example, with Facebook, this could be adults between the ages of 18-75

years old. Note that the user could be multiple personas.

• The action: This refers to the action that the user wants to carry. There could

be multiple actions, but it’s important to focus on one action at a time. For

example, user actions on Facebook could be, make a public news post, tag

users on a photo, share location, etc.

To apply the technology characteristics in this context, we need to look at char-

acteristics as dimensions. For instance, with the Anonymity characteristic, the

dimension can range from a system that provides Anonymity - to one that provides

a Controlled Form of Anonymity. We are defining ‘controlled form’ as one where

the user can determine when and if they want that characteristic of technology -

to No Anonymity, which means that to protect the user’s security and privacy, the

user desires no anonymity in the system. We know these dimensions are not black

and white, and since these are inherent characteristics of technology, it is therefore

hard (if not impossible) to have, for instance, completely no anonymity. But hav-

ing this knowledge could, to a large extent, help developers design systems that try

to mitigate these challenges and, as much as possible, provide better user scenar-

ios. For the rest of the Chapter, we use the design rubric, showing how technology

characteristics facilitate some security and privacy challenges identified in previ-

ous Chapters. We chose these characteristics by looking at the results section of

previous chapters and identifying the characteristics responsible for the identified

security and privacy concerns. Please note that this list is not exhaustive; they are

only examples. We also provide recommendations on how some challenges can

be addressed. It should be noted, however, that proper evaluation of these counter-

measures is subject to future research.

7.1 Technological Dimensions related to the Security and
Privacy Challenges of Ending Online Account
Sharing (Chapter 2)

Technology: Online shared accounts.

Users: Primary users. Note that for this discussion we chose primary users. An-
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other user type could be the secondary user. For this type of user, there may be

other security and privacy challenges and related technological dimensions.

Action: Ending the sharing of online accounts.

7.1.1 Opaqueness

(refers to a system with contents that are mysterious to the user. In our case, the

system is shared accounts)

Figure 7.1: Figure showing the current and ideal technological dimensions
for Opaqueness in shared accounts.

1. Remembering secondary users (see Section 2.3). Primary users could not

remember which secondary user was on an account because the technology

was opaque. Participants wanted to easily figure out the people using the

account at any point in time. In an ideal world, participants wanted a system

that was not opaque.

2. Changing passwords (see Section 2.3) and remembering which pass-
words are reused on which accounts (see Section 2.3). Changing pass-

words can be a tedious process when account sharing ends. Participants

needed to remember which account used a similar password to change the

password. However, participants had multiple accounts, and with the tech-

nology being opaque, participants found it hard to determine which accounts

made use of passwords similar to their shared accounts.
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3. The uncertainty of whether the sharing was successfully stopped (see
Section 2.3). Because the technology was opaque, even though participants

wanted to stop sharing their accounts, they could not tell if they were suc-

cessfully logged out of an account on all places where the account was used.

Recommendation: Service providers could support users in these tasks by

displaying all the devices that have accessed the account recently or since the

last password change and allowing the user to end account access for some

devices. The account could also be designed to allow the primary user to

label devices to identify the devices accessing the account easily.

We also recommend that users be able to give fine-grained permissions rather

than all-or-nothing access to their personal content. Social networking sites

could design personal accounts to enable users to give other users the right

to view and/or modify certain parts of their personal content. This could

include being able to view messages, reply to messages, and make posts

on the shared accounts. To end the sharing of the accounts, the primary

user would remove the permissions of the secondary user(s) in the account

settings.

Further, users could also be allowed to set a duration for how long they

want to remain logged in. If users do not select this option, then they are

automatically logged out of that device after a set time. While a “Keep me

logged in” option is available on some accounts, we suggest that developers

make it available on all online accounts with the option to specify how long

the user remains logged in.

7.1.2 Anonymity

(the ability to hide one’s true identity when using shared accounts)

The risk of an account being hijacked by a secondary user (see Section
2.3). The anonymity characteristic makes it easier for the secondary user to hide

their true identity even after having compromised a previously shared account.

Recommendation: Support granting of fine-grained permissions to secondary

users as described above. Further, ensure that the primary user always stays in

control of the account. Sometimes the primary users face a “racing problem” when
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Figure 7.2: Figure showing the current and ideal technological dimensions
for Anonymity in shared accounts

ending password-based sharing. When account sharing ends, whoever resets the

account password first wins the race by taking control of the account. We suggest

that service providers could make sure that the primary user keeps control of the

account independently of the actions by the secondary user(s).

7.1.3 Boundlessness

(refers to the lack of geographical barriers. Technology is not confined to a partic-

ular space or geographical location.)

The risk of an account being hijacked by a secondary user (see Section 2.3).
The boundlessness characteristic accentuates this challenge by making it easier for

the secondary user to abuse or continue an abuse even if the primary user has

physically moved on from the relationship.

Recommendation: Same as above.
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Figure 7.3: Figure showing the current and ideal technological dimensions
for Boundlessness in shared accounts

7.2 Technological Dimensions related to the Security and
Privacy Challenges of Mass Telecommuting (Chapter
3)

Technology: Telecommuting devices.

Users: Workers. Note that for this discussion, we chose workers. Another user type

could be employers. For this type of user, there may be other security and privacy

challenges and related technological dimensions.

Action: Do organizational assigned work.

7.2.1 Anonymity

(the ability to hide one’s true identity while telecommuting)

The tension between professionalism and privacy on video calls (see Sec-
tion 3.5.2). While technology provides anonymity, however, telecommuting leads

to situations where people are sometimes compelled to disclose their identity. For

some people, their identity could be that they are a father of two, with a wife and

a pet. Workers wanted a controlled form of anonymity. They want to control who

saw their homes, children, pets, etc. while working from home.

Recommendation: We suggest technology support for alerting participants of

video calls when screenshots are taken to help employees maintain awareness of
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Figure 7.4: Figure showing the current and ideal technological dimensions
for Anonymity in telecommuting

their privacy and anonymity violations and to deter abuse of such capabilities by

others.

7.2.2 Malleability

(the ease with which digital content can be tampered with)

Figure 7.5: Figure showing the current and ideal technological dimensions
for Malleability in telecommuting

Unauthorized people controlling participants’ computer remotely (see Sec-
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tion 3.5.2). Workers were afraid that giving their clients remote access to their

computers while telecommuting could lead to unauthorized access and tampering

with their personal and work data.

7.2.3 Opaqueness

(refers to a system with contents that are mysterious to the user. In our case, the

system is telecommuting devices)

Figure 7.6: Figure showing the current and ideal technological dimensions
for Opaqueness in telecommuting

Challenges with using the technology (see Section 3.5.4). As seen in Section

3.5.4, in some cases, challenges with using technology were because the technol-

ogy was opaque for users to understand.

Recommendation: Efforts should be geared towards making technological

solutions more transparent to use. Betzing et al., for instance, did a study with mo-

bile device users to test the impact of transparency on how much access mobile de-

vices have to users’ personal information. The authors discovered that transparency

about mobile device practices helped improve users’ comprehension of data prac-

tices and policies [20]. Transparency could be achieved by making solutions more

intuitive to use and reduce the learning curve needed to use the technology [106].

Improving users’ mental models could help them better understand the tech-

nology. One main goal of the usable security and privacy community is to improve

users’ mental models about various technologies to avoid dangerous errors [275].
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Similarly, the community could research the development of better mental mod-

els for users to help them make informed decisions about technological evidence.

For instance, a research group at Carnegie Melon University is developing IoT

security and privacy labels to improve people’s mental models about their IoT de-

vices [327]. Similar labels could be used to improve users’ mental models about

technology.

7.2.4 Covertness

(the trait of technology that enables one to operate technology in a particular lo-

cation without the knowledge of the impacted individuals)

Figure 7.7: Figure showing the current and ideal technological dimensions
for Covertness in telecommuting

Employee’s location could be traced (see Section 3.5.3). Even though it may

be impossible to trace work calls made from home, this fear could be because

technology can be in use at a location without the knowledge of the impacted indi-

vidual. It was possible for the ‘tracing’ to be happening without the knowledge of

the participant.

Recommendation: Employers can put measures in place to manage the safety

of the telecommuters, and their households Organizations need to be sensitive to

the employees’ physical security and consider the reality that different employees

live in neighborhoods with varying safety levels. Organizations can be mindful of

this threat and manage it as part of their policies or processes for handling work
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from home. For long-term (and full-time) telecommuting, employers could con-

sider setting up home alarm systems for their employees. The employers could

also look into setting up work hubs where the organization’s devices could be set

up, and the employee’s safety is protected.

Further, employers can educate employees about security measures at the work

hub to allay their fears.

We also suggest that organizations provide clear guidelines on managing the

home-work environment to optimize employees’ physical safety. For instance,

similar to on-site organizational security measures, employers could develop pro-

cesses for physical security while telecommuting, such as help lines or safety rou-

tines that employees could use.

7.3 Technological Dimensions related to the Security and
Privacy Challenges of Using Technological Solution
to Report Sexual Assault (Chapter 4)

Technology: Online third-party reporting systems (O-TPRS).

Users: Survivors. Note that for this discussion, we chose survivors. Other user

types could be social workers and the police. For these types of users, there may

be other security and privacy challenges and related technological dimensions.

Action: Report a sexual assault incident.

7.3.1 Opaqueness

(refers to a system with contents that are mysterious to the user. In our case, the

system is O-TPRS)

1. The insecurity of the internet-Fear of the unknown (see Section 4.4.1).
Participants had the fear of the unknown when using O-TPRS. They per-

ceived that the internet was too opaque and they did not know the internet as

much as attackers did. Therefore, they were not keen on trusting and using

an O-TPRS.

2. Lack of competency with using technology (see Section 4.4.1). Similar to

the above, participants believed the technology was too complex and vast to

131



Figure 7.8: Figure showing the current and ideal technological dimensions
for Opaqueness in O-TPRS

understand.

Recommendation: Similar to previous suggestions, improving the survivors’

mental model could help them better understand the technology. This im-

provement could be done through educational videos in the O-TPRS that

explain how their sexual assault report will be stored and used and their level

of control with using the system.

7.3.2 Covertness

(the trait of technology that enables one to operate technology in a particular lo-

cation without the knowledge of the impacted individuals)

The insecurity of the internet-Fear of the unknown (see Section 4.4.1). Be-

cause of the covertness characteristic, participants perceived that the perpetrators

could see their sexual assault information without the survivor knowing, and this

could lead to re-victimization from the perpetrators.

Recommendation: Same as above

7.3.3 Publicness

(information kept on the internet is public. Public characteristic refer to publicly

available information created when a person uses technology)
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Figure 7.9: Figure showing the current and ideal technological dimensions
for Covertness in O-TPRS

Figure 7.10: Figure showing the current and ideal technological dimensions
for Publicness in O-TPRS

The traceability of online reporting (see Section 4.4.1). Participants were

concerned that the information kept online was public and was no secret at all.

Therefore whatever information they kept on the O-TPRS could be traced back to

them by their perpetrators.

Lack of control (see Section 4.4.1). Similarly, survivors were concerned that

they had no control over the information kept online, making the information pub-

lic. Survivors were concerned that their sexual assault information would be made
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public once it was online.

Recommendation: If a sexual assault survivor lives in an unconducive situa-

tion, having an O-TPRS app on their phones, even in disguise, may bring harm to

the survivor. An option to hide survivors’ online history could be for survivors to

access the O-TPRS only in incognito mode or through a Tor browser. Note, how-

ever, that these designs require a certain level of familiarity with technology, and

survivors may not find such designs usable. Further, incognito mode won’t help in

a scenario when the perpetrator has installed a key logger or is eavesdropping the

traffic between the survivor’s computer and the internet [1].

Another option could be the inclusion of a process to verify a survivor’s identity

on an O-TPRS. This verification process could be done through an authentication

system. However, depending on the name supplied to the O-TPRS system, this

design may not provide privacy because the presence of the app or website on a

person’s device may reveal to others that the person is a survivor.

7.4 Conclusion
As technology is taking the central stage in most of our relationships, investigating

and addressing the security and privacy challenges that emerge from using tech-

nologies becomes of utmost importance and priority. We hope our design rubric

can contribute to predicting and mitigating security and privacy concerns in exist-

ing and new technologies, and our dissertation as a whole can spur discussions in

the research community on how existing challenges can be addressed.
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Appendix A

Challenges in Online Reporting
of Sexual Assault

A.1 Questions from the P-TPRS shown to Participants
from Page 2 and 3

1. Date of Assault

2. Time of Assault

3. Location of Assault

4. Description of Complainant:

• Male

• Female

5. Age

6. Height

7. Weight

8. Build

9. Hair Colour
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10. Style

11. Length

(A) Offender’s Name: (if known)

(B) Offender’s Address:

(C) Description of Offender :

• Male

• Female

• Colour

• Race

• Age

• Height

• Weight

• Build

• Hair Colour

• Style

• Length

• Facial Features

• Facial Hair

• Complexion

• Eye Colour

• Glasses

• Circumcised

• Scars/Tattoos/Birthmarks Etc.

• Clothing Worn at Time of Sexual Assault
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• Distinguishing Characteristics

(a) Vehicle Information (Licence #, Make, Model, Colour, Damage, Anything

Distinguishable)

(b) Details of Offense: (EXPLAIN IN COMPLAINANT’S OWN WORDS)
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A.2 Sample of the O-TPRS Prototype Shown to
Participants

Figure A.1: O-TPRS homepage
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Figure A.2: Introduction to TPRS
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Figure A.3: O-TPR form page 1
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Figure A.4: O-TPR form page 2

176



Figure A.5: O-TPR form page 3
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Figure A.6: Submission page
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Appendix B

Challenges and Threats of Mass
Telecommuting

B.1 Interview Guide
Demographic questions

1. Age

2. Gender

3. Educational level

4. Place of work

5. Position at work

Interview questions

1. How has the pandemic affected your life?

2. How has it changed your life?

3. How has it changed your life in relation to others living with you?

4. Describe your typical work day before the pandemic
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5. How many hours do you work?

6. Did you work remotely from home before the pandemic? If yes, how fre-

quently?

7. How long have you been working from home?

8. If yes to the above question, how does your current remote work differ from

previous experiences?

9. What is your experience working from home?

10. Describe your day-to-day work activities from home?

11. How does your current work activities differ from working in your physical

office space?

12. What technology (or software, machines, devices) did you use to work with

in the physical office space?

13. How do you handle/work with confidential communications in your work

environment?

14. How do you manage confidential documents in your work environment?

15. What, if anything, is your workplace’s guide on handling confidential com-

munications and documents from home?

16. What, if anything, are the measures taken to comply with the organization’s

work-at-home rules?

17. What makes it easy to comply with these rules?

18. What makes it difficult to comply with these rules?

19. What motivates you, if anything, to be secured when you work from home?

20. What are your concerns, if any, with working from home as opposed to work-

ing in the office?
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21. List the new technologies or software used specifically to work from home

22. What software or technologies have you explored since working from home?

23. If not mentioned ask, what video conferencing softwares have you been us-

ing to work from home?

24. If not mentioned ask, do you use VPNs to access your organization’s re-

sources?

For each technology used for remote working, ask:

25. Why did you choose this technology?

26. What if anything makes it easy to use the software? Why?

27. What if anything makes it difficult/complex to use the software?

28. If any complexity is discussed: How do you mitigate the complexities of

using these technologies?

29. How does the technology assist you in securing your organization’s confi-

dential documents and communications?

30. How does the technology assist you in complying with your company’s

guide on protecting confidential documents and communications?

31. If you could change how the technology currently works, what would you

change and why?

32. How do you handle concerns related to people in the household?

33. How is your current work environment?

34. What, if anything, would you like to change about your current work envi-

ronment?

35. What other information do you think will be useful for this research?
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Appendix C

Characteristics of Technology

C.1 Code Book

Theme Sub-
themes

Definitions Examples

1. How
technology
facilitates
sexual assault

The
anonymity
nature of
technology

Perpetrators
hide under the
cover of
‘anonymity’
and use
technology for
purposes other
than intended

“Recent technological advances also enable
offenders to disguise their identities and
prevent the source of their communications
from being discovered by law enforcement.
The use of cryptography, stenography and
anonymising protocols make the task of
tracking communications difficult for police
and regulators alike” [56].

The
malleability
nature of
technology

The use of
technology to
suit whatever
perpetrators
want it to be

“Technologies developed to detect
surveillance ... may have the potential to be
abused by those attempting to evade
surveillance by law enforcement, much in
the same way that many existing privacy and
security technologies can be abused by
criminals to hinder investigations.” [? ].

Lack of
well-
defined
boundaries

No physical
limit to the
perpetrator’s
reach

“Participants felt that the fluidity between
online and offline social spheres was a core
feature of young people’s lives. Specifically,
participants identified: — the centrality of
online sociality to young people’s
interactions; — the blurring between online
and offline domains ” [26].
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Networking Perpetrators
using
technology to
network with
other
perpetrators and
form stronger
bond

“The Internet may make it easier for CSEC
(Cybersecurity) offenders to make
connections with other offenders, for
example, networking among pimps.” [217].

Monitoring
victims

The use of
technology to
monitor the
activities of
victims

“Computer monitoring software can track
and record every keystroke a person makes
on a computer. Location tracking devices,
such as GPS, can track victims’ daily
movements and their real-time location.
Hidden cameras and audio bugs have
become much smaller and more affordable
so it is easier ... to install surveillance
devices inside a victim’s home, car, or
workplace” [107].

The
friendship
nature of
technology

The use of
technology to
facilitate
friendship
between the
perpetrator and
the potential
victim

“After a potential victim has been identified,
the offender will attempt to initiate a
conversation or relationship through email,
chat, Instant Messaging (IM) or friend
requests on social networking sites. The
friendship and relationship forming stages
are similar to those of the development of
other online friendships, and involve the
offender approaching and be friending the
young person, and encouraging them to
discuss their life in order to initiate
friendship” [36].

Technology
is opaque
and a
blackbox

Technology is
not transparent

“The blackbox nature of technology was
seen as a problematic factor. Participants
were concerned with their own lack of
knowledge regarding the data that their own
devices collect and with whom this data may
be shared” [314].

Forgery of
identity

Perpetrators
changing their
identity using
technology

“This case identifies an additional method of
facilitation afforded by new technologies,
namely the ability of the perpetrator to create
a false representation of themselves to
deceive potential victims. The advantage for
offenders of this behaviour is that initial and
continued engagement is more likely in
circumstances where the perpetrator is able
to misrepresent themselves as a desirable
entity.” [26].
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Technology
is ever-
changing

Perpetrators
using the
evolving nature
of technology
against victims

“Offenders can use technology to adapt their
offending behaviour. Consequentially, the
constant and continual evolution in
technology has ramifications with regard to
the facilitation and of child sexual abuse and
the impact that they have on the prevention
of child sexual abuse” [204].

Distribution
of unautho-
rised
materials

The use of
technology for
the distribution
of unauthorized
sexual images
where a sexual
assault has
occurred

“In particular, rather than viewing the use of
emerging ICTs (Information and
Communications Technology) as
representing an extension on video
voyeurism or indeed as a driver of sexual
violence, it is argued that this issue must be
considered in light of a continuum of sexual
violence. This is not to undermine the
importance of securing justice and support
for victims regarding the original sexual
assault, but rather emphasises the continued
assault on the victim where an image is
recorded and distributed.” [255].

Publicly
available
information
through
technology

The use of
technology to
view and gather
publicly
available
information that
is used against
victims

“In addition to using technology to monitor
and track victims ... using the Internet to
gather information about their victims, post
damaging information about victims, and
even impersonate victims” [107].

The repro-
ducibility or
irreversibil-
ity of
technology

The
reproducibility
of technology
aiding sexual
abuse

“Two of the affordances that social media
platforms such as Twitter offer are (a) the
ability to share content in live time and (b)
the ability to screenshot and capture content
that then remains as a digital image, even
after the original content is deleted” [95].

Initiating
meeting
between the
perpetrator
and the
victim

The use of
technology to
initiate meeting
between the
victim and the
perpetrator

“The use of social networking sites to invite
women to meet in the physical
domain—police have described how sites
may be flooded with invitations from an
individual, increasing their chances of a
meeting, then the woman is sexually
assaulted, and multiple perpetrators may be
involved” [26].

184



Accessibility
and indis-
pensability
of
technology

Technology is
easily
accessible and
indispensable
making it easy
to misuse

“ " How technology is used in intimate
terrorism-Social Media is now a ubiquitous
technology that connects people
virtual.” [88].

Legitimate
tools can be
misused

Technology
allows
legitimate tools
to be used in
illegitimate
ways

“Our data also revealed how abusers often
leverage what we term dual-use applications
to spy on victims. Unlike software that is
clearly designed and marketed to be
spyware, dual-use applications are designed
for legitimate purposes, such as anti- theft
tracking apps, ‘Find My Friends’emergency
response apps, parental control apps, and
other” [110].

Table C.1: The tables shows various sub-themes that emerged during our
coding process. We grouped and renamed similar sub-themes. The
grouped themes are presented in the Results sections. An overarch-
ing theme around this set of sub-themes is ‘How Technology Enables
Abuse’. Each sub-themes reflected this theme—this theme became the
main theme around this set of sub-themes.
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