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ABSTRACT
With the rapid adoption of smart speakers in people’s homes,
there is a corresponding increase in users’ privacy and security
concerns. In contrast to previous studies of users’ concerns
about smart speakers’ divulging private information to their
manufacturers, our study focused on investigating users’ con-
cerns with regard to housemates and external entities. We
conducted semi-structured interviews with 26 participants liv-
ing in 21 households. Our results suggest that users often have
an inadequate understanding of what data their smart speakers
makes available to all users and what is kept private. Although
participants expressed different privacy concerns about their
housemates and external entities, they adopted similar, yet
suboptimal, risk management strategies. We provide recom-
mendations for future speaker design to support more optimal
coping with the perceived risks.

Author Keywords
Shared smart speaker; Security and Privacy concerns;
Mitigation strategies

CCS Concepts
•Security and privacy → Usability in security and privacy;
•Human-centered computing → User studies;

INTRODUCTION
A smart speaker is the most popular IoT device adopted at
homes [49]. With it, users can carry out a number of activities
such as requesting Uber rides, making purchases, and control-
ling other smart devices. Moreover, as Amazon has introduced
more than 50,000 Alexa skills [4] into its smart speakers, ad-
ditional features can be accessed, such as listening to TED
Talks, playing games, and keeping up with sports news [31].
According to Voicebot’s 2019 U.S. Smart Speaker Consumer
Adoption Report [33], 26% of U.S. adults reported owning a
smart speaker. Moreover, Loup Ventures predicts that 75% of
U.S. households will have smart speakers by 2025 [32].
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Although smart speakers have many desirable features, these
devices have numerous privacy and security issues. Many
studies and news reports have revealed vulnerabilities of smart
speakers, such as weak voice authentication [38] and 24/7
listening and recording [28]. In addition, recently added fea-
tures of Alexa (calling and messaging) have raised a number
of security and privacy concerns among users. For instance,
in May 2018, a Portland family stated in the news that their
privacy was invaded when a private conversation in their home
was recorded by Amazon’s Alexa and sent to the phone of a
person in the family’s contact list [27]. Furthermore, it has
been demonstrated that devices with voice interfaces can be
controlled by voice commands that are unintelligible to human
listeners [9]. Similarly, the high-frequency dolphin attack can
trick speech recognition systems into receiving and respond-
ing to voice commands that cannot be perceived by humans
at all [55]. Studies report that users’ privacy and security
concerns regarding the use of smart speakers include device
hacking; recording of private conversations; 24/7 listening
activities [41]; the collection, sharing, and storage of private
data [1, 40]; and the “creepy” nature of the devices [41].

At the same time, security and privacy concerns due to sharing
a smart speaker among multiple users in a single household
have received little attention. Zeng et al. [54], Lau et al. [35],
and Geeng et al. [19] discovered power imbalances between
primary and secondary users. Similarly, Yao et al. [53] found
that users considered social relationships and the power dy-
namics among multiple users when designing privacy mech-
anisms for smart homes. A survey conducted by Malkin
et al. [40] discovered that of those who reviewed previous
smart speaker actions, 56.8% admitted to encountering others’
recordings while doing so. Many smart speaker companies
have now enabled multiple users to set up their personalized
accounts and voices on one smart speaker (e.g., [24]).

Since more than one-quarter of U.S. households now own a
smart speaker [33], there is a need to explore users’ privacy
and security concerns in this scenario and provide support to
improve their experiences. Many studies simply focused on
investigating users’ concerns with respect to external entities,1
and few shed light on users’ concerns about others living in
the same household. We aim to bridge this knowledge gap
1In this paper, external entities refer to parties that are not within
the household environment, such as the speaker manufacturers, the
government, and hackers.
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by studying and comparing users’ mental models, privacy
concerns, and coping strategies as directed toward entities
both inside and outside the household. An exploration of users’
experiences with shared smart speakers could help researchers
discover the underlying issues with the current design of smart
speakers, thereby informing the future design of these devices.

We conducted semi-structured interviews with 26 participants
from 21 households. Our results suggest that participants
had limited understandings of how the smart speakers were
shared among users. They also identified different security and
privacy concerns regarding housemates and external entities.
The main concerns identified by the participants about their
households were voice match false positives, inappropriate
access to personal information, and the misuse of the device
by unintended users (e.g., visitors). Contrary to previous
findings, the major concern specific to external entities was
the collection of data by the smart speaker manufacturers for
questionable purposes. Avoidance and acceptance were the
major strategies adopted by the participants to address their
concerns regarding housemates and external entities. Based
on our findings, we recommend that future speakers provide a
personalized sharing function, improved recognition of users’
voices, and more effective delivery of technical support.

In summary, our contributions are as follows. We investigate
users’ understanding of how smart speakers are shared among
multiple users within a household. We identify users’ secu-
rity and privacy concerns when making use of shared smart
speakers in a multi-user scenario and their concerns toward
external entities. We discover the mitigation strategies that
users employ to address their concerns.

RELATED WORK
In this section, we first summarize the research that has ex-
plored users’ privacy and security concerns about using IoT
devices and smart speakers. Then, we review the reports of
these risks that exist in the IoT domain and the vulnerabilities
associated with smart speakers.

Privacy and security concerns about IoT. Prior studies fo-
cused on understanding users’ perceptions [51], privacy and
security concerns [54, 56, 14], and mitigation strategies [2] in
the context of home IoT devices. Tabassum et al. [51] report
that users are highly uncertain about the data practice of their
smart home device manufacturers. Zeng et al. [54] suggest that
users’ threat models have gaps that arise from a limited techni-
cal understanding of smart home technologies. Therefore, it is
not surprising that participants in a study by Naeini et al. [13]
were significantly more concerned with their biometric data
being collected and used by companies. These limited con-
cerns might be in part explained by the findings of Zheng et
al. [56] that owners of IoT devices value the convenience and
connectedness over their privacy. When Aleisa et al. [2] con-
ducted a literature review of existing IoT privacy-preserving
solutions, they concluded that most solution providers assume
that the end users would be willing to expend effort to preserve
their privacy, which may be unrealistic.

Other scholars have studied users’ privacy preferences when
using IoT devices. Lee et al. [36, 37] discovered that while

participants were comfortable with device manufacturers’ one-
time monitoring of their activities, they were concerned about
continuous monitoring. Regarding data access, participants
were uncomfortable if their collected data were being mon-
itored and shared with the government [37, 56]. He et al.
studied participants’ preferences for access control policies
for different capabilities within a single IoT device. They
discovered that the desired policies vary widely based on the
relationship between the users and the context of access [26].

Privacy and security concerns about smart speakers.
Lopatovska et al. [39] investigated the types of tasks that par-
ticipants typically request from smart devices. They found that
speakers were mostly used to obtain weather forecasts, play
songs, and control other devices. Although Amazon claims
that it only saves the audio of speech immediately following
Echo’s wake word [12], a 2014 patent application suggests that
the device could also listen for a list of words that indicated
statements of preference [11]. Abdi et al. [1] studied users’
perceptions about 4 main use cases regarding smart speak-
ers. They discovered that most users had limited conceptions
of the smart speakers ecosystem and related data activities.
As reported by Lau et al. [35], smart speaker users trust the
speaker manufacturers to protect their privacy. In contrast,
many non-users do not believe that the speaker company will
collect only their voice commands and keep the data confiden-
tial. Furthermore, Chung et al. [10] investigated the possibility
of predicting users’ personality and daily lifestyle choices
based on the types of requests made to Alexa. The authors
discovered that they could easily determine users’ sleep rou-
tine, dinner time, driving routes, and general interests based
on the data that Alexa stored in the cloud. The above research
was focused on investigating users’ concerns in regard to enti-
ties outside a household, such as a speaker manufacturers and
hackers. Since smart speakers are mostly adopted in home
environments [49], exploring users’ concerns about other peo-
ple in the same household could inform the design of future
generations of smart speakers.

Risks associated with the IoT. Security researchers have
been actively investigating the vulnerabilities and security
challenges in the IoT domain. Geneiatakis et al. [20] discov-
ered vulnerabilities that enable impersonation, denial of ser-
vice attacks, and eavesdropping on commands, while Bugeja
et al. [8] identified possible vulnerabilities in services and
communications of IoT devices. In addition, Bugeja et al. [8]
reported four significant privacy and security challenges in
the smart home domain, including identity management, risk
assessment methods, information flow control approaches, and
security management methods.

Risks associated with smart speakers. In relation to the pri-
vacy and security vulnerabilities of smart speakers, Jackson
et al. [28] studied Amazon Echo features and discovered sev-
eral vulnerabilities. The major one was the inability of the
Echo to distinguish between voices or to detect a physical
presence, making it easy for attackers to say the wake word
and issue their own requests. Lei et al. [38] also explored the
vulnerabilities of the Alexa-enabled Echo. They identified
three vulnerabilities related to insecure access to the device:
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weak single-factor authentication, no physical presence-based
access control, and insecure access control on the device cloud.
Similar to Carlini et al. [9] and Zhang et al. [55], Roy et al.
designed an ultrasound signal that was demonstrated to remain
inaudible to humans but was recordable by unmodified off-the-
shelf microphones [47]. Furthermore, Roy et al. built on this
principle to proposed a technique for long-range voice com-
mand attacks on smart speakers [48]. Gao et al. proposed a
framework that could continuously jam voice-based assistants
to prevent them from recording users’ speech unless the user
issues a voice command [18]. Additionally, Alhadlaq et al. [3]
discovered that most Alexa skills did not have privacy policies,
and, that of those that did, only 3.5% possessed a valid policy.
As a proof of concept, researchers at Checkmarx developed
an Alexa skill that could eavesdrop on users [45].

Our research contrasts with prior work in three major ways.
First, as opposed to studying all IoT devices, we focus on
smart speakers. Second, we study users’ security and privacy
concerns in a multi-user scenario, in which smart speakers
are shared among housemates. We also investigate users’ con-
cerns about external entities and their corresponding coping
strategies. Finally, we compare the coping strategies of users
toward their housemates and external parties.

METHODOLOGY
Recruitment and Screening
Participants were recruited by advertising on Facebook, Twit-
ter, Instagram, and UBC’s paid participants studies list. Po-
tential participants completed a survey to verify their eligibil-
ity for the study. The survey included questions to identify
whether they were sharing their smart speaker(s), and the re-
lationship between them and the other users. The screening
survey also ensured that the sample covered a wide range of
relationships within a household, such as roommates, parent-
child, siblings, and romantic relationships. Based on the par-
ticipants’ preference, we conducted interviews either in person
or via a video link. The participants were compensated with
either $20 in cash or (in the case of video interviews) Amazon
gift cards. This study was reviewed and approved by the UBC
Behavioural Research Ethics Board (ID: H18-01943).

Interview Procedure
Semi-structured interviews were conducted by two researchers,
with one leading the interview while the other took notes and
audio-recorded sessions. The interview questions focused on
four segments (see supplementary material for details):

General questions: Participants were asked to describe their
smart speakers, who they share the speakers with, the activities
carried out on the device, the factors that influenced their de-
vice adoption, and their general disposition toward the device.

Mental model of shared smart speakers: To gain insights
into users’ perception of smart speakers, we used a combi-
nation of two methods: a drawing exercise and a verbal ex-
planation. Drawing has been found to be a complementary
method to the verbal reports used to understand users’ mental
models [29] and has been applied in many usable security
studies [54, 46, 30, 16]. To avoid putting ideas into the partici-
pants’ minds, we first asked each participant to explain how a

smart speaker works by drawing a diagram. After each draw-
ing was completed, we asked participants to verbally describe
their thought process with reference to their drawings. If there
was any confusion, follow-up questions were asked to clarify
the participants’ drawings and verbal descriptions. If the draw-
ings did not consider multi-user scenarios, the participants
were asked to draw a separate diagram to explain how they
perceived smart speaker functions in a multi-user scenario.

Security and privacy concerns about housemates and visi-
tors: We asked questions that explored participants’ security
and privacy concerns with respect to the people they shared
the device with. For instance, we asked the participants which
features they believed could be accessed by all users and which
could be used only by them. If the participant voiced a con-
cern, we further investigated the coping strategies they used to
address that concern.

Security and privacy concerns about external entities: We
asked the participants if they had any hesitations before pur-
chasing the device, if they had heard of any smart speaker-
related negative news, and how they perceived this news. Fur-
thermore, we asked the participants about their concerns and
perceptions of the attacks or vulnerabilities that they men-
tioned. We also asked participants who they believed the
adversary was in the context of these attacks or vulnerabili-
ties. When asking questions about their concerns, we did not
mention any specific threats to avoid biasing their responses.
When a participant expressed a concern, we asked if they had
employed any strategy to address that concern.

Data Analysis
The interview data were analyzed using Grounded Theory [43,
21]. After each interview, two researchers transcribed and an-
alyzed the collected data. Based on the findings, the interview
guide was modified before the next interview took place. The
steps taken to analyze the data included open, axial, selective,
and theoretical coding. During open coding, we identified 238
codes. In axial coding, we related the codes to one another,
which resulted in the creation of 7 categories. All 3 authors
worked together to select the main category and reorganize
the related codes. We then developed the theoretical model
to explain the core category, namely, the participants’ mental
models of smart speakers, their perceived concerns with re-
spect to the shared smart speakers and external entities, and
their corresponding coping strategies. Theoretical saturation
was reached after interviewing 23 participants. We conducted
3 more interviews and did not obtain any new codes.

RESULTS
We conducted semi-structured interviews with 26 participants
from 21 households. Their ages ranged 19-55 years (mean 31,
median 30). Their demographics and other details are summa-
rized in Table 1. Seventeen participants shared their device(s)
with their family members, such as partners, siblings, chil-
dren, and grandchildren. Others shared devices with friends.
Twenty-three participants shared only one smart speaker in
their households. Twelve participants were interviewed in
person, while the other 14 were interviewed using video calls.
Seventeen participants were identified as primary users based
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P# Device type Age Gender Occupation User type Share the device with Education level

1 Google Home 36 F Project manager Primary user Father Master
2 Google Home 31 M Software engineer Primary user Wife Bachelor
3 Google Home 30 F Accountant Primary user Husband Bachelor
4 Google Home Mini 25 M HR assistant Secondary user Roommate Bachelor
5 Google Home Mini 25 M Unemployed Primary user Roommate Bachelor
6 Amazon Echo 25 M Master’s student Secondary user Roommate Bachelor
7 Amazon Echo Dot 29 M PhD student Primary user Roommate Master
8 Google Home Mini 20 M Undergraduate student Primary user Brother High school
9 Amazon Echo Dot 22 F Undergraduate student Secondary user Sister High school

10 Google Home 19 M Undergraduate student Secondary user Brother High school
11 Amazon Echo 20 M Worker at an industry supply company Secondary user Sister High school

12 Apple HomePod 38 M IT technician Primary user Daughter, stepdaughter,
granddaughter, and wife Bachelor

13 Google Home Mini 32 F Social worker Secondary user Husband and daughter Bachelor
14 Google Home Mini 33 M Film and television producer Secondary user Wife Bachelor
15 Google Home 38 M Nurse educator Primary user Son Bachelor
16 Google Home Mini 38 F Librarian Primary user Husband Master
17 Amazon Echo (2nd Generation) 24 F Research coordinator Primary user Roommate Bachelor
18 Amazon Echo (2nd Generation) 25 F Software developer Secondary user Roommate Bachelor
19 Google Home Mini 38 M Marketing Primary user Wife and daughter Bachelor
20 Google Home Mini 27 F Saleswoman at Best Buy Primary user Roommate Bachelor
21 Google Home 25 F Respirator therapist Primary user Mother and brother Bachelor
22 Google Home Prefer not to say M Consultant Primary user Roommate Bachelor
23 Google Home Mini 55 M Retired Primary user Wife and children Bachelor

24 Google Home Mini
Google Home 41 F Compliance officer at financial services Secondary user Children Bachelor

25
Google Home Mini

Amazon Echo
Amazon Echo Dot

40 F Marketing consultant Primary user Husband and daughter PhD

26 Google Home Mini
Google Home 41 F Technical support at telecom Primary user Mother and sister Bachelor

Table 1. Summary of the participants’ demographics

on a set of factors such as who took the main responsibility
for setting up the device, who had the authority to change
the settings, and who usually explored the new features and
informed others about them. The interviews lasted an average
of 40 minutes. The inter-coder agreement was calculated as
89%, a high level of agreement between the two coders [22].

Mental Models of Smart Speakers
Similarly to the findings of Tabassum et al. [51] and Kulesza
et al. [34], we discovered that our participants’ mental models
of the smart speakers could be categorized into two different
levels of sophistication. Advanced mental models (similar
to the structural models in [34]) indicate that users have an
in-depth understanding of how the device works, whereas lim-
ited mental models (similar to the functional models in [34])
imply that the end users only know the functions of the de-
vice. Our analysis was based on codes that indicated whether
a participant demonstrated an understanding of smart speaker
architecture, including data flow, processing, and storage.

Participants with advanced models (n = 9) had a highly tech-
nical understanding of their smart speakers and were able to
represent the network topology, including the cloud servers,
wireless protocols, and sometimes the routers. For example,
P2 drew an accurate and detailed representation of the smart
speaker architecture and explained how the data were stored
and processed (see Figure 1a). All the participants with ad-
vanced models discussed how the data flow between the device
and servers in the cloud during interactions.

Participants with limited mental models (n = 17) had some
sense of how the smart speaker worked but were not well

aware of the technical elements. They were more focused
on describing the services that the device could provide and
did not have technical knowledge of how data flowed, were
processed, or stored (see Figure 1b).

Mental Models of Shared Smart Speakers
Based on participants’ drawings and verbal explanations of
their shared smart speakers, we also categorized the sophis-
tication of participants’ mental models into advanced and
limited. Participants with advanced models (n = 6) had a rea-
sonable understanding of what features or data were shared
and which were kept private, regardless of whether the features
were currently in use. For example, P2 and his wife set up
the voice match feature of their shared Google Home. P2 cor-
rectly explained that his contact list, calendar, and reminders
were kept private and could only be accessed using his voice
(Figure 2a). Another example is P16, who, even though she
did not set up the voice match feature, was able to verbally
explain that her contact list was available to all users.

Participants with limited mental models (n = 20) had an incom-
plete understanding of which features and data were shared
and which were kept private, even after direct prompting. For
example, when P22 explained how the smart speaker was
shared between him and his family members, he only drew
and described the features that were mostly used by each user.
When we asked him about data sharing among users, P22
admitted to having no clue about this aspect (Figure 2b).

As discussed in the next section, the degree of sophistication of
a participant’s mental model of a shared smart speaker appears
to correlate with their level of concern about their housemates.
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Figure 1. Participant drawings showing examples of (a) advanced (from P2) and (b) limited (from P6) mental models of smart speakers.

Figure 2. Participant drawings showing examples of (a) advanced (from P2) and (b) limited (from P22) mental models of shared smart speakers.

Concerns about Housemates and Visitors

Concerns Based on Conjectures
Participants’ inadequate mental models may lead to inaccurate
threat models. With Google speakers, if no user has linked
their voice to the device, everyone in the household can access
the personal contact list of the first user to link the device to
their Google account [25]. Similarly, by asking for a particular
contact’s name from shared Alexa-enabled devices, anyone
can access the contacts of users in the Amazon Household.
Alexa will, in turn, search for the requested contact on all avail-
able contact lists and make a call via that contact’s profile [6].
Users can prevent the sharing of contacts by setting up their
individual voice profiles. P19, who did not set up voice profile,
expressed concerns about his 8-year-old daughter using the
redial function of the device: “If I called [my boss], or if
I called a client, I do not want my daughter [redialing] the
last call to someone she is not supposed to talk to.” However,
the redial function is only available when the voice profile
is set up. This misunderstanding confirms that P19 had an
inadequate mental model of the device sharing, leading to an
inaccurate threat model.

P12 was in a similar situation. His Apple HomePod did not
offer the option of creating an individual profile to keep the
information of each user private at the time [42]. P12 stated

his concern: “[My housemates] could find out what I have on
my contact list ... it could be an issue as well.” He further
explained that “... they could have a history of who I recently
called.” However, P12 could not explain how his housemates
could gain access to his calling history, which makes his con-
cern more of a conjecture. Since HomePod did not provide a
way for users to check the call history, P12’s concerns suggest
that his incomplete mental model of how the device is shared
led him to an incorrect threat model.

Concerns Due to the Immaturity of the Technology
Participants who had an advanced model of how speakers
were shared had a reasonable understanding of what data
were shared among users and what data were kept private.
As a result, they tended to express more concerns related to
immature technology, such as voice match false positives.

Unauthorized voice purchases: Several participants indi-
cated that, after setting up the voice profile feature, their smart
speaker(s) occasionally failed to distinguish their voices from
those of other users. This led to some (n = 3) participants
being concerned about other users impersonating them and
making unauthorized voice purchases. P8, who had a good
understanding of how Google Home Mini was shared between
him and his brother in terms of feature sharing, illustrated
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his concern as follows: “I do not feel the [purchasing fea-
ture is] secure enough ... because my younger brother has a
similar voice. Sometimes when we talk ... [to] the speaker, it
recognizes him as me. So [the speaker] may mess things up.”

Unauthorized access to calendars and reminders: There
were concerns about unauthorized access to participants’ per-
sonal information by housemates. Some (n = 3) participants
with advanced models of shared speakers were worried that
others could impersonate them to access their private informa-
tion. P22 estimated that his Google Home did not recognize
his voice 25% of the time, which caused him to worry that his
roommate could access his calendar. P10 had similar concerns:

“My voice and my brother’s voice are similar ... I do not trust
[the voice match of Google Home] yet. And someone who has
a deep voice or someone [who] has a voice changer ... could
use my voice to get access [to my reminders].”

General Concerns about Other Users
The following concerns were raised regardless of the sophisti-
cation of participants’ mental models of smart speaker sharing.

Overheard call conversations: There were concerns about
housemates overhearing phone conversations conducted over
the speaker. These concerns were largely due to the fact that,
when making phone calls using the speaker, the responses
given by the speaker can be overheard by people nearby. This
concern indicates that the calling feature is not always suitable
for use while others are present, suggesting that the design
of this feature does not take users’ privacy into account. P23
justified his concern: “I do not want other people in the house-
hold to hear me talking about work, and my wife does not
want everyone else to hear her talking to her friends.”

Misuse by unintended users: Participants were concerned
with the possibility of both, (1) young children living with the
participants and (2) visitors, making use of smart speakers. To
illustrate, P19 commented: “[As for] the contact list, ... It
is my [8-year-old] daughter that I am worried about.” Our
participants also expressed concerns about visitors, including
their friends and less familiar people, such as party attendees.
P16 expressed her concerns about party guests: “If I have a
party with a whole bunch of acquaintances or strangers, I
unplug it and put it away ... because if I leave [the speaker]
out for strangers, [they] might steal our WiFi, and then weird
things [will] happen.”

Security and Privacy Concerns about External Entities
Company Data Collection and Usage
In terms of the concerns regarding external entities, many
participants (n = 13) admitted to being mainly influenced by
social media. Similarly to Tabassum at al. [51], we could
not find any differences between the participants with mental
models of different sophistication levels.

A popular concern identified by the participants was the col-
lection of data by speaker manufacturers. Consistent with
previous findings [56, 17], our participants were also con-
cerned about the uncertainty and scope of the data being col-
lected. Unique to our study is the finding that participants
were concerned with the usage of the collected data by the
speaker company. These concerns indicate participants’ lack

of trust in the speaker manufacturers, although they did not
have evidence of suspicious behaviors by the companies.

Data used to determine life patterns: P24 was concerned
about the device manufacturers using the collected data to de-
termine her family’s life patterns. She explained that based on
the family’s use of the device, the company could potentially
learn about her family’s whereabouts within the home, and
the times they were at home, which was verified by previous
study [10]: “Obviously, we have to be home when it is being
used, so Google is able to establish the pattern of when we
are home ... If I am asking for recipes, I must be in the kitchen.”
More specifically, a few participants (n = 3) were convinced
that the speaker company could track their online behaviors.
Similar to the findings in [1], our participants also believed
that the company could review their search history and audio
files with the aim of providing more targeted advertisements
to them. To illustrate, P14 said: “[The collected data] makes
it easier for [the company] to target me with advertisements
and track my behavior. I do not want to be more tracked than
I already am.”

Selling data: Participants believed that the speaker manu-
facturers could secretly sell their data to third parties. Sev-
eral participants (n = 6) referred to Facebook’s data privacy
scandal [7] to explain their concerns about the speaker com-
pany doing something similar. P16 described his suspicion of
Google: “Facebook was selling personal data to companies
without users’ knowledge [and] was promising privacy, then
giving full access to companies, even if the company did not
know they had it. [Google] is a different company, but it is still
in the same marketplace, that is the part I am worried about
[Google selling my data].” Furthermore, participants argued
that the company sold their data for its own benefits rather
than to benefit users: “I think other companies could pay Ama-
zon to access information from Amazon’s cloud” (P9). P22
accused smart speaker manufacturers of being dishonest about
their policy and secretly selling users’ data: “I think [the smart
speaker companies are] lying, because they say they need to
use our information to make [the smart speaker] smarter, but
I do not think [that is what they use the information for] ...
they sell it.” Furthermore, participants believed that selling
their data was a serious violation of their privacy. P15 said: “I
do not like [my data] being sold, because you would wonder
about how much personal information they have.”

Conversation recording and sharing: Contrary to the find-
ings by Tabassum et al. [51], a few of our participants (n = 4)
were indeed concerned about their private conversations being
recorded and shared with other entities. For example: “I don’t
know if my conversation gets transmitted or [not] ... whom
the information is shared with would be the biggest concern ...
[I am] not feeling [that I] have got privacy in my own home.”
(P13). Referring to the recent news report [27], P23 explained:

“It hit the news over the past 6 months, about smart speakers
accidentally recording the conversation and playing it back
for other people. I do not think that was very good, and I have
concerns about how it could possibly happen.”

Unclear data collection: Participants were concerned about
the company’s right to collect their data. A few participants
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(n = 3) suspected (correctly [11]) that the company collected
their data without their permission or collected more than
it needed to. Others commented that they got tricked into
giving permission to the company by blindly agreeing to the
companies’ terms of services. P10 explained his doubt: “I
feel like I did not really give [the smart speaker company]
explicit permission. But when you press accept [to the terms
of services, the speaker manufacturers] kind of trick you. Like,
I consent to it in a tricky way ... because who reads the user-
term guidelines?”

Unclear trade-off between functionality and privacy: Sim-
ilarly to the findings of Zeng et al. [54] and Zheng et al. [56],
our participants explained that they had to accept the privacy
and security risk in exchange for the functionality of the smart
speaker. What we found new is that a couple of participants
expressed concerns about the uncertainty of such a trade-off.
For instance, P23 expressed his astonishment when he found
out that his previous online shopping history was available
on the Google Home App [23], though he had not used the
speaker for purchases: “I clicked on the purchase as part of
[Google Home App] and [Google Home App] told me all the
things I bought, that I did not buy through [the Google Home
Mini]. I do not like how [Google Home Mini] went through
all my emails and found all my [previous] purchases for me.”

Coping Strategies

Strategies Regarding Housemates and Visitors
Although participants had different levels of understanding of
how their speakers were shared, they adopted similar strategies
for coping with their concerns about housemates and visitors:

Avoidance: Some (n = 11) participants refrained from using
the purchasing feature of the device to avoid possible voice
match false positives and the misuse of the device by their
young children. P8 described his coping strategy as follows:

“Because my younger brother has a similar voice [to mine] ... I
think that is one of the reasons I do not want to link my credit
card or any payment kind of stuff. Because [he] may access it
and buy stuff.” Others did not use the calling feature because
of their concerns about their housemates overhearing their
conversations and accessing to their contact list. In addition,
several participants reported putting the device away as a
strategy to mitigate their concerns about visitors.

Acceptance: Even though many participants were aware of
the potential privacy and security issues, they were not ex-
plicitly concerned about them. Instead, participants expressed
acceptance of the risks, voicing several reasons:

Trust toward housemates: One reason for acceptance was that
participants trusted that housemates would not act maliciously
(even if they could), because there were no benefits to be
gained. P11 justified his acceptance of the risk: “I do have
my contact list saved with the Amazon Echo, but the people
that I have on my contact list, a lot of them overlap among my
family members. It will not be a big deal if somebody asks for
a contact [from the smart speaker].”

Nothing to hide from housemates: Several participants (n =
6), who shared their devices with their partners, believed that

it was vital for them to be able to check one another’s in-
formation and that nothing should be hidden. P19 explicitly
stated: “... there should not be any secrets [between my wife
and me].” Those who shared the device with their friends em-
phasized the closeness they had with each other and explained
that there was no need for them to withhold information from
one another. P7, who shared his Amazon Echo Dot with his
roommate, said: “... there is just nothing to hide. We are pretty
open with each other.”

Helplessness: Several participants (n = 6) expressed helpless
acceptance of the privacy issues. They believed that there was
no technology support that could help them. For example,
P22 expressed concerns about his roommate gaining access
to his calendar through Google Home, due to voice match
false positives. He explained his lack of action as follows: “...
nothing ... there is nothing [that] can be done [to prevent my
housemate from accessing my calendar.]”

Data control: Some participants believed that they had control
over the data that they shared with other users. Specifically,
two participants chose to link some information to the device
and to intentionally hold back other information. To illustrate,
P6 explained: “... we are not sharing significant things, like
some credit card information. I think it is up to you. You
control what you share.” This statement indicates that the par-
ticipant was concerned and unintentionally adopted a strategy
of not sharing “significant things.”

Strategies with Regard to External Entities
Participants reported adoption or awareness of diverse strate-
gies for coping with their concerns about external entities.

Avoidance: Many participants (n = 13) intentionally avoided
using certain features or storing sensitive information on the
device. Similarly to many previous studies [1, 51], several of
our participants (n = 6) chose not to use the purchasing feature
of the device to prevent hackers from gaining access to their
credit card information. Unique to our study is the finding
that several participants (n = 7) avoided providing sensitive
information to the speaker, including passwords, contact lists,
calendars, and doctor’s appointments. P16 illustrated her strat-
egy as follows: “From the very beginning, I did not [link] that
much information [to the speaker]. So even if something goes
wrong, a lot of my personal information is not as out there...”

Sharing of responsibilities with the manufacturer: Few
participants reported that they had taken every mitigation strat-
egy that had been suggested to them or that they were aware
of. Therefore, it was now the company’s responsibility to
ensure that the strategies users had taken effectively protected
their data. P14 described the coping strategy that he adopted
as follows: “My Google account is pretty locked down. Like
two-factor authentication ... and I have all of my security
settings set up. ... So I think I am doing everything I can ...
now it is up to [the speaker manufacturer].”

Acceptance: Regarding external entities, many participants
reported that they accepted the security and privacy risks iden-
tified, citing various reasons:
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Trust in the company: Similarly to previous findings [56, 51],
some participants believed that smart speaker manufacturers
are trustworthy and that protecting users’ privacy would be
in the company’s best interest [35]. Therefore, they trusted
that the company would not misuse participants’ data. In
addition, we further explored how participants’ trust evolved
based on news reports, both negative and positive. Some
participants recalled the news about Apple’s refusal to mine
data from an iPhone used by a terrorist [44] and expressed that
they trusted smart speaker companies to also protect their data
in a similar fashion. P12 stated his belief in Apple by saying,

“[Apple] has always had a good business model and [business]
ethics, [in] privacy as well. They have always been strong
even with the government.” At the same time, the attitudes
of several participants were also influenced by negative news.
Interestingly, participants intended to continue trusting the
company as long they did not hear negative news about it, e.g.:

“I have not heard anything bad happen [about the company]. If
there was, then I would stop using [the speaker]” (P8).

Business model and technology improvement: Several (n =
7) participants believed that the company’s collection of data
was necessary to improve the technology. P7, who had a back-
ground in computer engineering, believed it was essential for
the company to employ machine learning on a large amount of
data to make its speaker “smarter.” Others found it acceptable
that the smart speaker companies used their data for generating
revenue: “[The speaker companies] collect your data and use
that to tailor ads to you. I think that is how they make money.
So, I guess it makes sense for them to keep the data.” (P8).

Helplessness: Several (n = 6) participants helplessly accepted
the risks, expressing frustration with the current technology.
For instance, when asked what he did to prevent the speaker
company from collecting his data, P7 said: “Honestly, nothing.
Because Google already has all the information it needs. It
has everything that [is] digitally mine. There is nothing I can
do about it.” Other participants admitted to being concerned
initially but said they eventually stopped being concerned
when they realized that there was nothing they could do. As a
result, the participants accepted the risk.

Data control: Participants also believed that they had control
over the data they shared with the speaker manufacturers. On
the one hand, participants believed they had the ability to
choose the information that they linked to the device. P11
stated: “Anything that I do not need to or want to share, I
just do not put it on [the speaker]. And the companies do not
have access to that data.” On the other hand, P21 believed
that she could exercise control over her data at any time by
unplugging the device: “I unplug the speaker so it cannot
hear my conversation.” These data control strategies suggest
that participants were concerned in the first place and adopted
corresponding strategies to address these concerns.

Comparative risk assessment: A couple of participants argued
that their privacy could be violated through many other means,
and there was no need to be specifically concerned about the
smart speaker. For example, while explaining how credit card
information can be stolen from smart speakers, P7 stated, “But
[unauthorized access to financial information] can happen

with a credit card, either way. ... somebody can hack your
bank account and steal money. So, the risks exist regardless.”

Laziness: Although many participants identified security is-
sues, they admitted not taking action to address their concerns.
Some (n = 3) cited laziness as the reason for their behavior:

“Human tendency is that you are always lazy. That is why
[smart speakers] are popular.” (P6).

DISCUSSION

Lessons Learned
Latent concerns. Based on their investigation of the link
between privacy and security factors and the purchasing be-
haviors of IoT consumers, Emami-Naeini et al. [14] refer to
the concerns that participants brought up after being prompted
as “latent concerns.” They suggest that latent concerns can
surface readily for some consumers if privacy and security
information is made salient.

Instead of prompting participants, we followed up on their
responses of not being concerned and probed them for fur-
ther explanations. We discovered that the adopted mitigation
strategies and the concerns about using smart speakers were
perceived by participants from two different perspectives, as
Figure 3 illustrates. During the interviews, many participants
first expressed their concerns about using a speaker. Then, they
described their mitigation strategies (left rectangle in Figure 3).
While other participants reported not being concerned, we
found, however, that some of their justifications were actu-
ally unintentionally adopted strategies in the first place (right
rectangle in Figure 3). For instance, several participants re-
ported being OK with the speaker company collecting their
data. They explained later that the reason for this acceptance
was that they intentionally avoided “linking” sensitive informa-
tion to the speaker. We consider such behavior (e.g., selecting
which features to turn on) to be a coping strategy adopted in
response to latent concerns. As employing avoidance strategy
in response to latent concerns could deprive users from fully
benefiting from their devices, corresponding solutions should
be proposed to improve users’ experiences.

Figure 3. Users’ concerns, strategies, and justifications.

Users have concerns toward both external and internal en-
tities. Unlike previous studies [54, 35], our findings suggest
that users of shared speakers are concerned with risks emanat-
ing from both external (device manufacturers, governments,
and hackers) and internal (housemates and visitors) entities.

Users adopted coping strategies to manage the risks without
giving up using the device. For instance, by avoiding certain
features (e.g., voice purchasing), some participants mitigated
their concerns associated with these features, while enjoying
others (e.g., playing music). These newly discovered concerns
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about housemates and visitors suggest a need for more effec-
tive risk management to address users’ concerns toward both
types of entities.

Participants’ concerns with respect to their housemates
are often related to their mental models of speaker shar-
ing. If participants with an advanced mental model have
concerns about their housemates, they adopt corresponding
strategies at the beginning, such as avoiding linking private
information to the device. Since they had a good understand-
ing of the underlying data sharing dynamics of the shared
device, unlike participants with limited mental models, they
were not worried about risks that could be easily prevented
through device configuration. For example, impersonation
as a concern identified by users with limited mental models,
could be prevented by creating a personal voice profile. In
contrast, participants with an advanced mental model have
more concerns due to the current limitations of the technol-
ogy, such as false positives in voice recognition. We did not
find differences between primary and secondary users when it
came to privacy concerns and risk management strategies.

Participants’ perceptions of smart speaker risks are influ-
enced by social media. As social media is becoming a major
source of information for many people, most (n = 23) par-
ticipants reported getting the news related to smart speakers
through social networking (Facebook), micro-blogging (Twit-
ter), photo-sharing apps (Instagram), and even subway TVs.

On the one hand, many participants tended to have greater trust
that the company would protect their data if they had read pos-
itive news about the company’s data sharing practices/policies.
For instance, a few participants referred to the news that Apple
refused to reveal customers’ data to the FBI [15] to justify their
trust in the company and its products. They were convinced
by the news that Apple and other major companies would not
reveal their data to the government and similar entities.

On the other hand, participants’ concerns about the speaker
tended to intensify if they saw negative news. Lau at al. [35]
report that smart speaker users trust the device manufacturers
(who also act as service providers for their devices) not to
share user information with third parties. Some of our par-
ticipants, however, suspected that these manufacturers could
sell user data for profit, invading customers’ privacy. Many
of the suspecting participants referred to the Facebook data
privacy scandal [7] to explain their doubts about Google and
Amazon. The news led them to question whether the speaker
manufacturer would indeed protect their data. Other negative
news regarding device performance also affected participants’
belief in the manufacturers’ ability to secure their data.

The all-or-nothing (i.e., acceptance or avoidance) coping
strategies suggest a lack of effective risk management. Al-
though participants expressed different privacy concerns in
regard to their housemates and third parties, they adopted simi-
lar coping strategies. On the one hand, participants commonly
avoided using certain features to manage perceived risks. For
example, many of them decided not to use the purchasing
feature of the speaker to prevent either their housemates from
unauthorized online shopping or hackers from gaining access

to their credit card information. However, such avoidance
prevents users from making the full use of the speaker’s capa-
bilities, possibly reducing the perceived value of the technol-
ogy. On the other hand, several participants expressed helpless
acceptance of the perceived privacy and security risks. The
employment of these avoidance and acceptance strategies sug-
gests that technical support for effective risk management for
smart speakers is yet to be developed by manufacturers and
effectively employed by end users.

Multi-user features do not support users’ needs well. Most
speaker companies provide features, such as Amazon’s House-
hold profile and Google’s voice match technology, that allow
multiple users to share one device. However, these features
were not widely adopted and appreciated by our participants.
One possible reason is that many default settings accompany
these features. For example, anyone in the household can
access the contact list of the first user who links their Google
account to the speaker if nobody’s voice profile is set up [25],
which caused privacy concerns among the participants. Ad-
ditionally, when one user’s voice profile is linked with the
Google speaker, other users cannot use features such as the
calendar and shopping lists if their voice profiles are not set
up. It is not surprising that many participants voiced their
dissatisfaction with this limitation.

A confounding factor was the lack of adequate mental models
of how smart speakers were shared, no matter whether users’
voice profiles were set up or not. Users’ misunderstandings
of how and what data are shared within the household could
result in concerns with respect to their housemates.

Recommendations
Improve users’ mental models. Improved user experience
could help users with limited mental models to better under-
stand their shared devices. For instance, when the household
profile or voice match is first set up, the speaker companies can
help users with limited mental models to learn (e.g., through tu-
torials) how the data will be shared or kept private. Therefore,
users would not only understand the benefit that the features
can provide, but also learn more about the privacy of the data.

Users should be made aware of how technology supports better
risk management. As discussed above, many participants
managed perceived risks by completely embracing or avoiding
certain features. Some expressed their frustration about such
an all-or-nothing trade-off between utility and privacy.

Furthermore, other participants admitted to being unaware
of the full spectrum of mitigation strategies. They appeared
to have developed a sense of helplessness with respect to
the current technology. Thus, we believe that users of smart
speakers should be helped to develop adequate mental models
of the technology that will help them to make optimal risk
management decisions. Our results show that when users
have adequate mental models of their devices, they are able to
make more effective risk management decisions. Users could
also be given more options on how the data collected about
them is managed, e.g., whether their voice data is collected,
who the manufacture shares their data with, and how long
the collected data is retained. Moreover, as suggested by [1],
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this information should be delivered carefully to avoid being
a burden on users. Both technology support for effective risk
management and the development of adequate mental models
through user experience are open research problems.

Trust in the device manufacturers needs to be developed
and maintained. While data collection by such companies is
a known concern of smart device users [41, 17, 56], we further
discovered that participants raised concerns about the purpose
and scope of the data collection. We suggest that companies
present precise information to the public in a clear way. In-
stead of accusing the company’s terms of service of being not
clear enough to understand [1], a few of our participants said
that reading the company’s terms of service was tedious and
onerous, which made them believe they were being tricked
into accepting the terms. These findings indicate participants’
lack of understanding of the data being collected by such com-
panies, which led to many of their privacy concerns. Speaker
manufacturers should build trust with their customers by, for
example, helping the public to better understand their data
collection, retention, and sharing practices (and possibly even
the corresponding security controls, policies, and processes
employed by the company).

Minimize trade-offs between convenience and privacy.
Smart speaker companies should also explain and minimize
the convenience-privacy trade-offs that they offer to the users.
For instance, by turning on the “personal results,” users give
Google assistant access to 9 types of their data, including their
calendar, contacts, and email [23]. Google should explain
why a user who simply wants a personalized music playlist
still needs to provide access to so much data. Since device
brand is a factor that influences users’ device adoption [14],
we believe that maintaining such transparency will also benefit
the speaker manufacturers in the long term.

Personalize information sharing for shared devices. Tech-
nology support for personalized sharing could facilitate more
effective risk mitigation. To ease the concerns (including la-
tent concerns) about other housemates accessing information
through the shared smart speaker, users should be able to cus-
tomize what personal information they are willing to share
and the people they want to share with. For instance, users
could selectively share their contact lists with their partners
and intentionally withhold this information from their young
children. After obtaining users’ data sharing preferences, ma-
chine learning might be employed to predict such preferences.
In the smart home domain, the preference results could be
applied to other shared smart devices by users’ choice, to im-
prove their experiences. Thereby, users could choose to apply
their data sharing decisions on all the shared devices.

Enhancing voice recognition technology. Improving voice
recognition will alleviate risks emanating from housemates
and visitors. Our results suggest that many participants were
concerned that their smart speakers could not always distin-
guish users who had set up voice profiles. This was perceived
as a risk because other users could misuse the device (e.g.,
for unauthorized purchases) if they could impersonate an au-
thorized user. While an extra authentication mechanism can
provide users with additional security and privacy, it could

also introduce more vulnerabilities. For example, Amazon
enables users to add a 4-digit voice code to protect voice pur-
chasing [5]. However, the user has to speak this code aloud
for the speaker to process it, raising the possibility of the code
being overheard by others. The same code is also stored in
the Alexa App, which can be easily accessed if the phone is
unlocked or through shoulder surfing. As voice recognition
technology continues to mature [52], device manufacturers
should improve the voice recognition on smart speakers to
reduce false positive rates to acceptable levels.

LIMITATIONS
Since we aimed to study users’ security and privacy concerns
about their housemates, we recruited participants who shared
their devices with their parents, siblings, children, partners,
and roommates. However, there might be other types of rela-
tionships among users who share a household. Additionally,
despite our efforts to study many types of smart speakers,
we were unable to recruit any participants who own a smart
speaker with a display. This was likely due to the relatively
low market share of screen-equipped smart speakers at the
time of our study [50]. The new capabilities of smart speakers
with displays may raise unique concerns among users.

CONCLUSION
Smart speakers are rapidly gaining popularity. Despite the con-
venience offered by these devices, users have many security
and privacy concerns. Our study investigated users’ concerns
with regard to their shared smart speakers and external en-
tities. We explored the differences in users’ corresponding
coping strategies. Our findings reveal that participants were
concerned primarily with their housemates’ inappropriate ac-
cess to personal information, and the misuse of the device by
unintended users. We corroborate findings reported by others
that, among the perceived risks regarding external entities, the
use of the data being collected by the company is the major
concern. Despite expressing different concerns about external
entities versus housemates, our participants adopted similar
risk management strategies for both types of adversaries. The
adoption of all-or-nothing strategies suggests the lack of effec-
tive risk management by the users. We therefore offer several
recommendations for future smart speaker design that might
enable users to better cope with perceived risks. First, the
design should allow users to personalize their sharing prefer-
ences. Second, the voice recognition technology should be
improved to reduce false positives to acceptable levels. Fi-
nally, optimal risk management methods should be effectively
communicated to end users.
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