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Why	  are	  users	  accounts	  valuable?	  



User	  accounts	  are	  assets	  

3	  * Monthly active user (MAU): The basic user metric in Facebook 
** Facebook Quarterly Reports, Facebook Investor Relations: http://investor.fb.com  
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Please see Facebook's most recent Form 10-Q filed with the SEC for definitions of user activity used to determine the number of our DAUs, MAUs, and mobile 
MAUs. The number of DAUs, MAUs, and mobile MAUs do not include Instagram users unless they would otherwise qualify as such users, respectively, based on 
their other activities on Facebook.
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User	  accounts	  generate	  revenue	  

Average revenue per Facebook user* 
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Revenue by user geography is geographically apportioned based on our estimation of the geographic location of our users when they perform
a revenue-generating activity. This allocation differs from our revenue by geography disclosure in our condensed consolidated financial statements where 
revenue is geographically apportioned based on the location of the marketer or developer. Please see Facebook’s Form 10-Q for the quarter ended 
September 30, 2013 for the definition of ARPU.

*In the fourth quarter of 2012 we recognized revenue from four months of Payments transactions for accounting reasons detailed on pages 47 and 48 of 
our Form 10-K filed on February 1, 2013.
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How	  many	  user	  accounts	  are	  fake?	  
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* Undesirable Facebook accounts include both duplicates and fake accounts (worst case estimates) 
** Facebook Quarterly Reports, Facebook Investor Relations: http://investor.fb.com  

50 million fakes in Q3’13 
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* Undesirable Facebook accounts include both duplicates and fake accounts (worst case estimates) 
** Facebook Quarterly Reports, Facebook Investor Relations: http://investor.fb.com  

17.4 thousand fakes per hour on average 
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* Undesirable Facebook accounts include both duplicates and fake accounts 
** Facebook Quarterly Reports, Facebook Investor Relations: http://investor.fb.com  

17.4 thousand fakes removed per hour 

Why	  are	  fake	  accounts	  harmful?	  
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Fake	  accounts	  are	  bad	  for	  business	  

	
“…  If  advertisers,  developers,  or  investors  do  not  perceive  
our  user  metrics  to  be  accurate  representations  of  our  user  
base,  or  if  we  discover  material  inaccuracies  in  our  user  
metrics,  our  reputation  may  be  harmed  and  advertisers  
and  developers  may  be  less  willing  to  allocate  their  
budgets  or  resources  to  Facebook,  which  could  negatively  
affect  our  business  and  financial  results…”	
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Bot	  master	  

C&C	  channel	  

Social	  bots	  

Online	  social	  network	  
Bot	  herder	  

* Boshmaf et al. Design and analysis of a social botnet. Computer Networks, 2013. 

Fake	  accounts	  are	  bad	  for	  users	  

OSNs are attractive medium for abusive content* 

Free infrastructure to steal data, spread malware & misinform 
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Bad	  for	  users	  is	  bad	  for	  business	  
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Fake	  accounts	  are	  bad	  for	  users	  

What’s	  the	  role	  of	  fake	  accounts	  
in	  today’s	  underground	  economy?	  



13	  
* Thomas et al. The role of the underground market in OSN spam and abuse. Usenix Security, 2013. 

Fake	  accounts	  are	  market	  enablers	  
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14	  * Resale indicates account was previously used in another activity 
** Phone Verified Accounts: A fake account verified by a text challenge-response using a cell phone  

Fake	  account	  are	  profitable	  “commodity”	  
Price Comparison 

•  Prices from buyaccs.com 

Web Service Price per Thousand 
Hotmail.com, resale* $2.00 

Hotmail.com $4.00 

Yahoo $6.00 

Twitter $20.00 

Google (PVA)** $100.00 

Facebook (PVA)** $100.00 

* Resale indicates account was previously used in another activity 

** PVA indicates a phone verified account; challenge response text to cell phone 

Prices from  

Already a multi-million dollar business 
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** Phone Verified Accounts: A fake account verified by a text challenge-response using a cell phone  
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How	  do	  OSNs	  fight	  against	  fakes?	  



Threat	  model	  

Attackers can create and control fakes in a botnet-like fashion 

Attackers first infiltrate the OSN then mount subsequent attacks 
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Fake-‐centered	  security	  paradigm	  

Detect fake account by identifying what “fakeness looks like” 

Defined by anomalies in social content or structure 
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Feature-‐based	  detection	  

* Stein et al. Facebook Immune System. EuroSys SNS, 2011 

Identifies suspicious accounts using supervised machine learning 

Relies on features extracted from real and fake accounts 
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Which	  features	  to	  use?	  

Pictures? 

Friends? 

Posts? 

Interactions? 

Triadic 
closure? 

Ad 
clicks? 
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Which	  features	  to	  use?	  

* Barreno et al. The security of machine learning. J. on Machine Learning, 2010 

Pictures? 

Friends? 

Posts? 

Interactions? 

Triadic 
closure? 

Ad 
clicks? 

Is	  this	  account	  fake	  or	  real?	  
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Fake	  accounts	  ≈	  real	  accounts	  

* Barreno et al. The security of machine learning. J. on Machine Learning, 2010 
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Ad 
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How	  to	  build	  a	  ground-‐truth?	  

* Stein et al. Facebook Immune System. EuroSys SNS, 2011 
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How	  to	  build	  a	  ground-‐truth?	  

* Wang et al. Social Turing Tests: Crowdsourcing Sybil Detection. NDSS, 2013 
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Fake	  accounts	  ≈	  real	  accounts	  

* Stein et al. Facebook Immune System. EuroSys SNS, 2011 
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¨ Proactive	  protection	  
þ Near	  real-‐time	  responses	  
þ Scales	  to	  millions	  of	  users	  
¨ Hard	  to	  circumvent	  
¨ Accurate	  detection	  
¨ Provably	  secure	  

What	  else	  can	  we	  do?	  
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Graph-‐based	  detection	  

* Boshmaf et al. Graph-based Sybil detection in social and information systems. ASONAM, 2013. 

Relies on the structural properties of real and fake accounts 

Identifies suspicious accounts using (network) graph analysis  
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Which	  structural	  properties?	  

* Spielman et al. Nearly-linear time algorithms for graph partitioning, graph sparsification, and solving linear 
systems. ACM Theory of computing, 2004. 

Real accounts 
subgraph"

Fake accounts 
subgraph"

Attack edges"

Find a (provably) sparse cut between the regions 
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What	  about	  real-‐world	  graphs?	  

A Facebook community of 2,991 user accounts 

User account 
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What	  about	  real-‐world	  graphs?	  

A Facebook community of 2,991 user accounts 

User account 

Is	  the	  community	  infiltrated?	  



29	  

No	  sparse	  cut	  ≈	  no	  fake	  accounts	  	  
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But	  users	  are	  easily	  deceived…	  

* Boshmaf et al. The socialbot network: When bots socialize for fame and money. ACSAC, 2011. 

Red denotes fake 

Black denotes real 
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But	  users	  are	  easily	  deceived…	  

* Boshmaf et al. The socialbot network: When bots socialize for fame and money. ACSAC, 2011. 

Clique of 65 
fake accounts 

~12 attack edge 
per fake account 
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Users	  are	  easily	  deceived	  

* Boshmaf et al. The socialbot network: When bots socialize for fame and money. ACSAC, 2011. 

Clique of 65 
fake accounts 

~12 attack edge 
per fake account 

¨ Proactive	  protection	  
¨ Near	  real-‐time	  responses	  
þ Scales	  to	  millions	  of	  users	  
¨ Hard	  to	  circumvent	  
¨ Accurate	  detection	  	  
þ Provably	  secure	  

Can	  we	  do	  better?	  	  

þ Accurate	  detection	  (conditional)	  	  



Victim-‐centered	  security	  paradigm	  

Detect fake accounts by first identifying their (potential) victims 

This leads to a more resilient defense mechanism (epidemiology?)  
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SybilPredict	  in	  a	  nutshell	  

User Data 
& Logs 

Feature-
based 

Detection 

1 1 

Security Advice 

1 2 

Victim 
Accounts 

Potential 
Victims 

Predicts victims who (are likely to) have attack edges with fakes in O(n	  logn) time 

Pros:	  
	  

¥  Proactive	  protection	  
¥  Near	  real-‐time	  responses	  
¥  Scales	  to	  millions	  of	  users	  
¥  Hard	  to	  circumvent	  

Cons:	  
	  

¥  Doesn’t	  identify	  fakes	  
¥  Introduces	  usability	  problems	  
¥  Not	  provably	  secure	  



Manual Analysis  

1 4 

Fake 
Accounts 

Graph-
based 

Detection 
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Suspicious  
Accounts 

Social 
Graph 

Uses short random walks biased against identified victims to rank users 

SybilPredict	  in	  a	  nutshell	  

Abuse Mitigation 

1 2 

Potential 
Victims 

Embeds predictions into graph to identify suspicious accounts in	  O(n	  logn	  +	  m)	  time 

Pros:	  
	  

¥  Scales	  to	  millions	  of	  users	  
¥  Hard	  to	  circumvent	  
¥  Accurate	  detection	  
¥  Provably	  secure	  

Cons:	  
	  

¥  Retroactive	  detection	  
¥  Batch	  processed	  
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Runs in O(n	  logn	  +	  m) time end-to-end 
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Uses distributed machine learning and graph processing infrastructure 
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Uses distributed machine learning and graph processing infrastructure 

We	  claim	  SybilPredict	  is:	  
	  
þ Proactive	  protection	  
þ Near	  real-‐time	  responses	  
þ Scales	  to	  millions	  of	  users	  
þ Hard	  to	  circumvent	  
þ Accurate	  detection	  	  
þ Provably	  secure	  



Challenges	  and	  research	  directions	  

* Boshmaf et al. Key challenges in defending against malicious socialbots. Usenix LEET, 2012 



More	  info?	  

Fork or clone SybilPredict	  now: https://grafos.ml  

On-going deployment at 

For SybilPredict technical report, please email at boshmaf@ece.ubc.ca  



More	  info?	  

Fork or clone SybilPredict	  now: https://grafos.ml  

On-going deployment at 

For latest technical report, please email at boshmaf@ece.ubc.ca  

Details:	  Example	  &	  prelim	  results	  
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How	  does	  it	  work?	  

Non-Sybil region" Sybil region"

Cut size = |EA|	  = 3"



Cut size = |EA| = 10"

42	  

Graph-‐based	  detection	  fails	  now	  

Non-Sybil region" Sybil region"

Idea: Artificially prune attack edges based of victim prediction 
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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Victim	  prediction	  
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FPR = 8.3%, TPR = 75% 
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Malicious	  account	  detection	  

Trusted"

Inspected"

Victim"

Not-victim"

Penalizes relationships of identified victims (low edge weights)  

Cut size = vol(EA) = 1.9"

Assigns weights to edges based on victim predictions 

High = 1"
Medium < 1"

"
Low = 0.1"
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Malicious	  account	  detection	  

Real accounts ≈ similar ranks but malicious accounts ≈ significantly smaller ranks 

Ranks accounts by degree-normalized landing probabilities of a short random walk 
  

High = 1"
Medium < 1"

"
Low = 0.1"
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Malicious	  account	  detection	  
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Malicious	  account	  detection	  
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Malicious	  account	  detection	  
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Malicious	  account	  detection	  
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Malicious	  account	  detection	  

1	  
2	  

3	  

4	  

5	  

6	  

7	   8	   9	  
10	  

11	  

12	  
13	  

15	  

14	  

16	  

1	   7	   2	   3	   4	   5	   6	   11	   8	   12	   10	   9	   13	   14	   15	   16	  

0.1764 0 

Sorts accounts then estimates a threshold to identify suspicious ones 
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Malicious	  account	  detection	  
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Theorem: Number of fake accounts that rank equal or higher 
than real accounts is O(	  vol(EA)	  logn) where vol(EA)	  ≤	  |EA|	  
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Malicious	  account	  detection	  
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How	  does	  it	  perform	  in	  practice?	  



Real-‐world	  Sybil	  activity	  in	  Facebook	  

Data were collected in 2011 January 28 through March 23	  

A total of 8.8K users received friend 
requests (32.4% victims) 

(a) (b)

Figure 8: Sybil activity: (a) Infiltration during 55 days of operation. (b) Mean request
acceptance rate vs. number of mutual friends between Sybil users and victims (CI=95%).

B Supplementary results

We now present supplementary evaluation results that that did not make it
to the short version of this paper due to space restrictions.

B.1 Sybil activity

We give more details about the Sybil activity we used for evaluation in §6.
As part of a social botnet [11], the Sybils carried out an infiltration campaign
in Facebook with an objective to connect with a large number of non-Sybil
users. As shown in Figure 10(a), the Sybils sent 8,888 friend requests out of
which g=2,882 requests (32.4%) were accepted during 55 days of operation.
The rapid increase after the first 12 days is explained by the triadic closure
principle [10]: After establishing the first 1,069 attack edges, the Sybils were
able to have mutual friends with other users, which improved the subsequent
acceptance rate of the requests, as shown in Figure 10(b). In order to evade
detection, the Sybils sent the requests over a relatively long period of time,
even though 88.4% of the victims have accepted the requests after 10 days
since they received them.
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in Facebook with an objective to connect with a large number of non-Sybil
users. As shown in Figure 10(a), the Sybils sent 8,888 friend requests out of
which g=2,882 requests (32.4%) were accepted during 55 days of operation.
The rapid increase after the first 12 days is explained by the triadic closure
principle [10]: After establishing the first 1,069 attack edges, the Sybils were
able to have mutual friends with other users, which improved the subsequent
acceptance rate of the requests, as shown in Figure 10(b). In order to evade
detection, the Sybils sent the requests over a relatively long period of time,
even though 88.4% of the victims have accepted the requests after 10 days
since they received them.
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More mutual friends more likely to 
accept a request sent by fakes 



Real-‐world	  Sybil	  activity	  in	  Facebook	  

Data were collected in 2011 January 28 through March 23	  

~2K different cities across 127 countries 
Figure 3: Distribution of users’ geographic locations based on the city they live in.

6.1.1 Social structure

The automated Sybil accounts were programmed to infiltrate Facebook in
three steps. First, they formed a fully-connected graph consisting of 101
nodes and 5,050 edges. Second, they sent friend requests to a uniform sample
of 4,950 Facebook users, out of which 1,069 requests (21.6%) were accepted.
Third and last, they used the initial victims as seeds for a multi-seed BFS
search to find and befriend target users with whom they shared some friends.
In general, the friends of each user were sampled only if the user accepted a
request. By the end of the infiltration, the sampled Facebook graph consisted
of 2.1M nodes and 2.7M edges. As the Sybils initially targeted random
users, the graph consisted of many connected components, where the largest
component constituted 76.1% of nodes and 80.8% of edges. Most of these
nodes (91.7%), however, represented leaves in the search tree, and therefore,
had a unit degree. As followed in the literature [39], we removed these
low-degree nodes, ending up with a filtered Largest Connected Component
(LCC), as shown in Table 1.

6.1.2 User demographics

Although the features dataset is relatively small (`=8,888), it still included
a demographically-diverse sample of Facebook users, which was a desirable
outcome of the uniform sampling initially performed by the Sybils [11]. In
particular, the users were 51.25% males and 48.75% females, lived in 1,983
di↵erent cities across 127 countries, practised 43 languages, and have used
Facebook for 5.4 years on average, as illustrated in Figures 3 and 4.

18



Real-‐world	  Sybil	  activity	  in	  Facebook	  

Data were collected in 2011 January 28 through March 23	  

(a) (b)

Figure 4: User demographics: (a) Top-5 languages based on OS locales. (b) Distribution
of user experience on Facebook based on membership time.

6.2 Prediction

We used Random Forests (RF) [13] to calibrate a binary classifier using
features extracted from public Facebook user profiles. We start by describing
the feature engineering we performed for the dataset described in §6.1. After
that, we present cross-validation results of an RF classifier calibrated using
the corresponding features. In particular, we show that even with“weak
features” extracted from public user profiles, one can still predicts potential
Sybil victims with 40% better performance than random.

6.2.1 Feature engineering

Our objective is to show that even with “weak features” that do not strongly
correlate with the target variable, one can still calibrate a classifier that has
a significantly better-than-random classification performance. Therefore, we
extracted k=18 features of mixed types describing aggregate public activ-
ities of the users included in the Facebook dataset. In particular, during
June 2013, we scrapped the public profiles of these users and pulled their
account information through the Graph API, which did not require authen-
tication. We picked the features that relatively distinguished the victims
who befriended fake accounts, among others, as summarized in Table 2. For
example, as the victims are often less selective with whom they befriend on-
line, one expects these victims to have more friends, which was the case as
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Figure 4: User demographics: (a) Top-5 languages based on OS locales. (b) Distribution
of user experience on Facebook based on membership time.

6.2 Prediction

We used Random Forests (RF) [13] to calibrate a binary classifier using
features extracted from public Facebook user profiles. We start by describing
the feature engineering we performed for the dataset described in §6.1. After
that, we present cross-validation results of an RF classifier calibrated using
the corresponding features. In particular, we show that even with“weak
features” extracted from public user profiles, one can still predicts potential
Sybil victims with 40% better performance than random.

6.2.1 Feature engineering

Our objective is to show that even with “weak features” that do not strongly
correlate with the target variable, one can still calibrate a classifier that has
a significantly better-than-random classification performance. Therefore, we
extracted k=18 features of mixed types describing aggregate public activ-
ities of the users included in the Facebook dataset. In particular, during
June 2013, we scrapped the public profiles of these users and pulled their
account information through the Graph API, which did not require authen-
tication. We picked the features that relatively distinguished the victims
who befriended fake accounts, among others, as summarized in Table 2. For
example, as the victims are often less selective with whom they befriend on-
line, one expects these victims to have more friends, which was the case as
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A mean of 5.4 years on Facebook 



Real-‐world	  Sybil	  activity	  in	  Facebook	  

Data were collected in 2011 January 28 through March 23	  

139K nodes, 660K edges, 74 communities, diameter of 9 

Most infiltrated 
community (65 fakes) 

Largest community 
(6.1K nodes) 



Predicting	  victims	  

Random Forests (RF) is 40% better than random	  
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18 features from public profiles 
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Figure 5: Predicting Sybil victims: (a) CDF of number of friends the users had from each
class. (b) Using k0=3 random features in the construction of each decision tree resulted in
an empirically minimum generalization error. (c) Out-of-bag estimation for RF showing a
steep decrease in generalization error with !=50 decision trees and an empirical minimum
with !=450. (c) ROC curve of the calibrated classifier drawn from the mean of 10-fold
cross validation (AUC=0.70).

ROC analysis, the closer the curve is to the top-left corner at point (0,1)
the better the classification performance is. Moreover, the performance of a
classifier is quantified by a single value which is equal to the Area Under the
ROC Curve (AUC). To this end, the RF classifier achieved a relatively good
performance with AUC=0.70, which is 40% better than random.

21

Random Forests classifier with AUC=0.7 

20% FPR 
40% TPR 



Detecting	  malicious	  accounts	  

Trace-driven simulation on most infiltrated community (3K nodes)	  

(a) Trace-driven (b) Synthetic

(c) Trace-driven (d) Synthetic

(e) Trace-driven (f) Synthetic

Figure 6: Detecting Sybils: In (e), the distance from the Sybil region is the smallest
shortest path from any trusted node to any of the Sybils. In (f), the curves represent
rank distributions as computed by SybilPredict using an RF classifier. In particular, the
lower curve shows this distribution when the graph contained 2K attack edges (i.e., early
detection), while the upper one shows the same distribution when the graph contained
35K attack edges (i.e., late detection).

24

Few (random) seeds are enough 

(a) Trace-driven (b) Synthetic

(c) Trace-driven (d) Synthetic

(e) Trace-driven (f) Synthetic

Figure 6: Detecting Sybils: In (e), the distance from the Sybil region is the smallest
shortest path from any trusted node to any of the Sybils. In (f), the curves represent
rank distributions as computed by SybilPredict using an RF classifier. In particular, the
lower curve shows this distribution when the graph contained 2K attack edges (i.e., early
detection), while the upper one shows the same distribution when the graph contained
35K attack edges (i.e., late detection).

24

Near prefect ranking, up to 30% better 



Detecting	  malicious	  accounts	  

Trace-driven simulation on most infiltrated community (3K nodes)	  

(a) Trace-driven (b) Synthetic

(c) Trace-driven (d) Synthetic

(e) Trace-driven (f) Synthetic

Figure 6: Detecting Sybils: In (e), the distance from the Sybil region is the smallest
shortest path from any trusted node to any of the Sybils. In (f), the curves represent
rank distributions as computed by SybilPredict using an RF classifier. In particular, the
lower curve shows this distribution when the graph contained 2K attack edges (i.e., early
detection), while the upper one shows the same distribution when the graph contained
35K attack edges (i.e., late detection).
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Seeds are sensitive to targeted attacks 

(a) Trace-driven (b) Synthetic

(c) Trace-driven (d) Synthetic

(e) Trace-driven (f) Synthetic

Figure 6: Detecting Sybils: In (e), the distance from the Sybil region is the smallest
shortest path from any trusted node to any of the Sybils. In (f), the curves represent
rank distributions as computed by SybilPredict using an RF classifier. In particular, the
lower curve shows this distribution when the graph contained 2K attack edges (i.e., early
detection), while the upper one shows the same distribution when the graph contained
35K attack edges (i.e., late detection).
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Detecting	  malicious	  accounts	  

Near linear scalability with exponentially increasing order 

(a) RF classifier training (b) Ranking and sorting

Figure 7: Scalability evaluation: In (a), an RF classifier is trained on Mahout. In (b),
the social graph is transformed using the predictions evaluated by the RF classifier, after
which the nodes are ranked and sorted on Giraph.

to randomly generate a training dataset with similar feature distributions.
Using the same parameters estimated in §6.2–6.3, we ran SybilPredict on the
generated workload, ending up with a nearly linear scalability in terms of
number of nodes, as shown in Figure 7. Excluding the time required to load
the 160M node graph into memory, it takes less than 2 minutes to compute
the predictions using the calibrated RF classifier and less than 25 minutes to
compute and sort the ranks, making our approach computationally practical
even for large OSNs such as Facebook.
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RF is “embarrassingly parallel” 
(a) RF classifier training (b) Ranking and sorting

Figure 7: Scalability evaluation: In (a), an RF classifier is trained on Mahout. In (b),
the social graph is transformed using the predictions evaluated by the RF classifier, after
which the nodes are ranked and sorted on Giraph.

to randomly generate a training dataset with similar feature distributions.
Using the same parameters estimated in §6.2–6.3, we ran SybilPredict on the
generated workload, ending up with a nearly linear scalability in terms of
number of nodes, as shown in Figure 7. Excluding the time required to load
the 160M node graph into memory, it takes less than 2 minutes to compute
the predictions using the calibrated RF classifier and less than 25 minutes to
compute and sort the ranks, making our approach computationally practical
even for large OSNs such as Facebook.
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Detecting	  malicious	  accounts	  

Near linear scalability with exponentially increasing order 

(a) RF classifier training (b) Ranking and sorting

Figure 7: Scalability evaluation: In (a), an RF classifier is trained on Mahout. In (b),
the social graph is transformed using the predictions evaluated by the RF classifier, after
which the nodes are ranked and sorted on Giraph.

to randomly generate a training dataset with similar feature distributions.
Using the same parameters estimated in §6.2–6.3, we ran SybilPredict on the
generated workload, ending up with a nearly linear scalability in terms of
number of nodes, as shown in Figure 7. Excluding the time required to load
the 160M node graph into memory, it takes less than 2 minutes to compute
the predictions using the calibrated RF classifier and less than 25 minutes to
compute and sort the ranks, making our approach computationally practical
even for large OSNs such as Facebook.
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Figure 7: Scalability evaluation: In (a), an RF classifier is trained on Mahout. In (b),
the social graph is transformed using the predictions evaluated by the RF classifier, after
which the nodes are ranked and sorted on Giraph.

to randomly generate a training dataset with similar feature distributions.
Using the same parameters estimated in §6.2–6.3, we ran SybilPredict on the
generated workload, ending up with a nearly linear scalability in terms of
number of nodes, as shown in Figure 7. Excluding the time required to load
the 160M node graph into memory, it takes less than 2 minutes to compute
the predictions using the calibrated RF classifier and less than 25 minutes to
compute and sort the ranks, making our approach computationally practical
even for large OSNs such as Facebook.
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Ranking is “PageRank” scalable 

In	  conclusion,	  SybilPredict	  is:	  
	  
þ Proactive	  protection	  
þ Near	  real-‐time	  responses	  
þ Scales	  to	  millions	  of	  users	  
þ Hard	  to	  circumvent	  
þ Accurate	  detection	  	  
þ Provably	  secure	  

(patent	  disclosure	  submitted!)	  


