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Abstract

Failure in Communication and Information Technology Infrastructure (CITI) can
disrupt the effective functionalities of many of the critical infrastructures. Conversely,
failures in other infrastructures can also propagate to CITI and hence disrupt the
operation of these interconnected systems. Understanding the origin of these failures,
their propagation patterns and their impacts can give us important ideas about
infrastructure interdependencies and can be used for secure and reliable infrastructure
design and operation. In this research we have taken the approach to use public
domain failure reports to identify these interdependencies. We have developed a
methodology to collect and categorize these reports and defined a set of critical
attributes to extract meaningful information from them. Using this approach we have
analyzed 12 years of infrastructure failure reports from ACM’s RISKS forum. Our
results have shown interdependencies between CITI and other critical infrastructures
in different dimensions, such as origin of failures, impacts of failures in spatial and
temporal dimensions, how they have affected public safety; and how failures have
propagated from one infrastructure to another. Results obtained from the analysis
of real life failure cases, which happened over a considerable span of time, should be
useful for infrastructure researchers and practitioners. This paper also discusses the
difficulties while using public domain data in an academic research.

*This and other LERSSE publications can be found at lersse-dl.ece.ubc.ca
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1 Introduction

Modern communication and information technology infrastructure (CITI) provides
key links and services to many other critical infrastructures [1], such as telecommu-
nication, electricity, water supply, oil and gas networks, transportation, financial ser-
vices, etc. Over the years, integration of these infrastructures with CITI has become
pervasive, extensive, and complex. As such, failure in CITI, either due to an acci-
dent or caused by a malicious attack, can propagate to other infrastructures and can
degrade or disrupt their functionalities. Conversely, failures in other infrastructures
can also propagate to CITI and hence disrupt the operation of many of these inter-
connected systems. Such disruption may led to huge disturbance in the public life of
modern nation states. Volatile world situation increases these threats even further.
As such, there are enormous concerns for secure and reliable operation of different
critical infrastructures [1,2]. One of the prerequisites for smooth operation of these
interconnected infrastructures is to gain understanding of their interdependencies.
By studying the origin of the infrastructure related failures and their propagation
patterns, we can develop better understanding about their interdependencies. Such
understanding can be useful for the decision makers and infrastructure operators for
policy making and system design [3]. As CITI is at the core of many of these infras-
tructures’ operation [2], it is very important to understand how faults propagate to
and from CITI.

Since 1992, US telephone companies are required to submit major failure infor-
mation to US Federal Communication Commission (FCC). Using FCC outage re-
ports, a study was done on the failure pattern of Public Switch Telephone Networks
(PSTN) [4]. According to our knowledge, no other critical infrastructure providers
in North America are obliged to disclose their failure related information. How-
ever, such data could help the research community to develop good understanding of
failure patterns and their interdependencies among different critical infrastructures.
Data from the infrastructure service providers especially helpful, because they may
give detailed information about systems’ states, their control parameters, input and
output specifications, operating assumptions, procedures and practices, back-up fa-
cilities and other physical and environmental constraints [5]. Both public and private
infrastructure operators are quite reluctant to share these information with the re-
search community [6]. The FCC Outage Report mentioned above is now accessible
only to the users of FCC and US Department of Homeland Security (DHS) [5].

Given this reality, one possible alternative is to use public domain infrastructure
failure reports, such as newspaper or mass media reports to develop an understanding
of infrastructure interdependencies. There are two major difficulties in this approach.
First, normally these failure reports have brief information content, second, they do
not have any regular structure. Even though an individual report may not give
much information about a specific failure, by studying large number of cases we
can trace common trend among similar class of failures. Besides, to do analysis
on these unstructured reports, we develop a methodology to classify these reports
based on their failure type and extract meaningful information through some critical
attributes. We collect 12 years (1994 to 2005) of failure data from Association for



Computing Machinery’s (ACM) RISKS forum [7], which is the largest known public
repository of these kinds of reports. Posting to this forum is moderated, which
ensure certain level of quality and reliability. Even then, due to media biasness in
reporting failure events and also biasness in the sampling of reported events to its
actual population, there may have concern about usefulness of the statistics we get
from a public forum like RISKS. Essentially, both of these concerns are related to
public perception of risks. Research shows that despite partial information, public
perception of risks are fairly accurate [8] and their judgement is not much different
from that of experts [9]. As such, due to the open nature and substantial size of
RISKS forum, we may assume accumulated reports represent similar statistical trend
of real life events. To ensure authenticity of our selected cases, we give special
importance to the verifiability of our selected report’s sources. For instance, we give
preference to the newspaper reports than to reports by private individuals. Our
methodology is discussed in Approach and Method section. Doing so, we share our
experience of using public domain data in academic research.

In this research we identify interdependencies between CITI and other infras-
tructures based on some key factors, such as, origin of failures, impact of failures
in spatial and temporal dimensions, how these failures affect public safety and how
failures propagate from CITI to other critical infrastructures and vice versa. More
specifically we would like to get answer to the questions like, main causes of in-
frastructures’ failures, nature of their impact; locality affected by them and their
geographical locations, how their fatality changed over time; and how infrastructures
are related to each other, etc. In the absence of any formal model between CITI and
other critical infrastructures’ interdependency, our findings should give useful ideas
to the policy makers, practitioners and the researchers. In Section 2, we discuss
previous works on CITI and other infrastructure failures. In Section 3, we give a
brief overview of our own methodology. In Section 4, we summarize the results of
our analysis. In Section 5, we discuss implications and usefulness of our findings in
infrastructure safety and security analysis. Section 6 concludes this report discussing
its contribution and with some future research directions.

2 Related Work

There have been some works to classify and interpret failures in computer based sys-
tems. One approach is to qualitatively understand risk and threat associated with
the use of any computer system [10]. Some works focus on classifying vulnerabilities
only within CITT [4,11,13]. Other approaches consider failure in infrastructure ag-
nostic way [14]. Impact of failures on multiple infrastructures has also been discussed
in [15]. Following section gives brief overview of these works.

Peter Neumann started Association for Computing Machinery’s (ACM) RISKS
forum [7] in 1985, to compile risks to the public in the use of computers and related
systems. Later Neumann published a book (1994) named ” Computer-Related Risks”
[10]. In this book, he qualitatively analyzes a large collection of RISKS forum reports.
Using these factual evidences he argues, origin of most of the failures are due to
system design error, improper runtime conditions, human mistakes, natural causes



or due to deliberate malicious attacks. He draws attention to the safety and security
risks associated with those failures. In his book he also discusses some risk reduction
techniques, such as how to reduce system complexity using layered design technique,
tamper resistance using trusted computing base, improve system reliability using
system-engineering approach, etc.

Kuhn [4] proposes a failure classification scheme [4] to analyze public switched
telephone network (PSTN) failure data. Using this scheme he analyzed two years of
PSTN failure data (1992-1994) from US Federal Communication Commission (FCC).
His analysis shows origin of failures by different categories and their impacts on PSTN
operation. He explains high reliability of PSTN systems in terms of two factors -
systems’ interaction and coupling, where interaction refers to dependencies between
components, and coupling refers to the flexibility.

Howard proposes a taxonomy based on attack types [11] in computer network
and using that taxonomy he performs frequency analysis of more than 4000 security
related incidents reported to Computer Emergency Readiness Team Coordination
Center (CERT/CC). From the results of this analysis, he proposes a set of recom-
mendations for government, vendors, CERT/CC, and individual users to improve
security practices. Howard and Longstaff [12] extend this taxonomy to incorporate
additional terms to include additional objects and attributes, such as site name,
attack date and reporting time, etc.

Chakrabarti and Manimaran [13] propose a taxonomy to classify Internet infras-
tructure security failures. Their classification is based on survey of different intrusion
detection and prevention techniques. They classify Internet infrastructure failures
into four categories; DNS hacking, routing table poisoning, packet mistreatment,
and denial of service attack.

Scope of the above three works [4,12,13] are limited within CITI and as such
give limited idea to classify and interpret failures which affects other infrastructures
beyond CITI. Rinaldi et al [15] propose a taxonomy based on following six functional
dimensions to address cross infrastructure interdependency issues.

e types of interdependencies (e.g., physical, cyber, logical)

e infrastructure environment (e.g., business, economic, health care)

e coupling and response behavior (e.g., adaptive, loose, tight)

e infrastructure characteristics (e.g., temporal, spatial, organizational)

e types of failures (e.g., common cause, cascading, escalating)

e state of operations. (e.g., normal, stressed, repaired)

Their failure based interdependency classification is very restrictive (common
cause, cascading, escalating) and gives very limited number of options to analyze
RISKS forum failure reports. Classification of failures in system agnostic way have
been discussed by Avizienis et al [14]. We find many of their failure classifications [14]
applicable to model failures between CITI and other critical infrastructures. We have
used some of those failure categories in our work. However, Rinaldi et al [15] interde-

pendency types have some similarity with our failure classification in three functional
layers (Physical, Network and IT Service).
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3 Approach and Methods

A four step methodology has been followed to collect and analyze failure reports.
This started with systematically collecting failure cases from RISKS forum, catego-
rizing those reports based on their failure type, extracting useful information from
those classified reports and then performing analysis on the extracted information.
Following sections discuss these steps in detail.

3.1 Data Collection: Collection of useful failure reports from the huge volume
of RISKS forum data was the most important step to start with. Selection criteria
was simple. Only those reports will be collected where failure was originated from
CITT and affected other critical infrastructures (including CITI); or failure originated
from some other critical infrastructure and affected CITI. Failure is defined as the
inability of a system or component to perform its required functions within specified
performance requirements [16]. Failure may be the result of one or many faults.
Fault is a defect in a hardware device or component; or an incorrect step, process or
data definition in a computer program [16]. In our study, failure attributed to critical
infrastructures. Following infrastructures (Table 1) are considered critical infrastruc-
tures based on a US Congress document [1] on critical infrastructure identification.

Critical Infrastructures

IT Infrastructure
Telecommunication Infrastructure
Water Supply

Electrical Power System

Oil and Gas

Road Transportation

Railway Transportation

Air Transportation

Banking and Financial Services
Public Safety Services

Healthcare System
Administration and Public Services

Table 1: List of Critical Infrastructures

This apparent simple task of selecting appropriate set of reports became
complicated due to the subtleties associated with each of the reports. Following two
examples explain this complicacy. A selected report is as follows:

On November 19, 1994, Iowa City’s US West telephone system shut down at about 3:30
p-m., local time, and service was gradually restored between 7:30 and 9:30 p.m, affecting
about 60,000 people. Analysis showed that a new switching system had been installed in
July 1994. In removing the old system, an electrical grounding cable had been inadvertently



removed. Towa City Press Citizen, November 22, 1994, RISKS (16, 58)

The above example clearly shows that fault in Electrical Power System due to
human error caused a failure in Telecommunication Infrastructure. The report has
a clear reference to a newspaper source. In contrast to the above report, following
is an example of a report that was not selected:

I suppose 1 shouldn’t be surprised, but the power went out for 17,000 here in our
small town (38,000) last week. The local newspaper first reported that the power
company didn’t know why it went out, but that it "may be related to someone digging
in their back yard”. A week later they fixed the blame. A phone call (by the power
company), supposedly to one substation, (completely automated judging by the tone of
the article) went instead to a different substation (for unexplained reasons) and shut that
substation down. It was down for 1.5 hours. Make a Call, Turn Off the Power, RISKS (17, 4)

In this report, failure in Electrical Power System is not clearly related to CITI.
There is no clear reference to place name and also there is an undefined term 17000
in the report.

3.2 Fault Classification: Our next step was to categorize collected reports
based on their nature of failure. After analyzing the reports, we have found following
thirteen types of faults (Table 2) that can best describe the origin of infrastructure
failures. These fault types were derived from the taxonomies discussed in Section 2.
Many of their definitions can be found in [14]. Further break down of each of these
thirteen fault cases could be desirable. For instance, Kuhn [4] subdivides Hardware
failures into Cable component, Power supplies, Facility Component and Clock or
clock synchronization. Such granularity in fault analysis is possible if someone
has access to official version of failure reports, which might have much detailed
information. However, we were limited by the description of public domain failure
reports where many detail are often missing and there was no mechanism to get any
additional information.



Fault Type

Meaning

Natural Fault

Physical faults that are caused by natural phenomena
without human participation.

Hardware Fault

All fault classes that affect hardware.

Vandalism

Sabotage or other intentional damage.

Overload

Service demand exceed the designed system capacity.

Malicious Logic Fault

These include Torojan horses, logic or timing bombs,
viruses, worms, or zombies.

Intrusion Attempt

Attempt by an unauthorized person to access or damage

network resources, but does not exclude the possibility
of authorized users who are exceeding their rights.

Content of the information delivered at the service in-
terface deviates from implementing the system function.

Content Failure

Time of arrival or the duration of the information deliv-
ered at the service interface deviates from implementing
the system function.

Timing Failure

Halt Failure Service is halted.

Erratic Failure Service is delivered, but is erratic.

Human Error Non-deliberate faults introduced due to mistake.

Fault caused by inappropriate configuration of hard-
ware or software.

Configuration Fault

Software Fault Fault caused due to the error in software system.

Table 2: Fault Types

Careful observation shows that these fault types (Table 2) could be grouped
into three layers. Natural Fault, Hardware Fault and Vandalism are related to the
failure in physical systems. We named them physical layer faults (Class A). Physical
layer is at the bottom of our classification hierarchy. Overload, Malicious Logic
Fault and Intrusion Attempt faults are related to basic network services. We named
them network layer faults (Class B). Network service layer is just above the physical
layer. Content Failure, Timing Failure, Halt Failure and Erratic Failure are service
level failures which effect the functional dependencies between infrastructures. We
named them IT Service layer faults (Class C). IT Service Layer is the top most
layer in our fault class hierarchy. Human Error, Configuration Fault and Software
Fault are layer independent and can disrupt the functionality of physical system,
network connectivity or functional dependency between infrastructures. Following
table shows the layer based classification of faults (Table 3):

Potential benefits of layer based fault classification are, failure at each layer has
their own characteristics and requires specific type of strategy and technology for
fault detection and prevention. For instance, our findings have shown that physical
layer faults are mostly related to reliability and survivability aspect of the infrastruc-




Fault Classes Fault Types

Physical Layer Natural Fault, Hardware Fault, Vandalism.

Network Layer Overload, Malicious Logic Fault, Intrusion Attempt.

IT Service Layer Content Failure, Timing Failure, Halt Failure, Erratic
Failure.

Layer Independent | Human Error, Configuration Fault, Software Fault.

Table 3: Fault Classes

tures. General strategy to deal with these problems are redundant devices, backup
physical channels, etc. [17]. Similarly, for network level, different kinds of protection
techniques are used. These include secure routing protocols, secure domain name
systems, authentication technologies, firewall, anti virus tools and intrusion detec-
tion systems [13]. IT Service level failure management requires more specialized tools
and techniques. For instance, air transportation services require specialized hardware
and software tools for their systems’ reliability. [18].

This approach also enabled us to use many of the well understood conceptual
terms to analyze failures related to each layer. Such as mean time between service
failure, mean time to hardware repair, mean time between interruption of packet
transmission, etc. For instance, Hagin [19] uses such layered approach for reliability
and survivability analysis of X.25/X.75 switching network.




3.3 Feature Extraction: After categorizing a failure report to a particular
failure class, we have extracted key features from each of these reports using a set
of key attributes. Many of these features intent to capture extent of failures, impact
of failures in spatial and temporal dimensions, how these failures affect public safety
and how failures propagate from CITI to other critical infrastructures and vise versa.
Table 4 group those in their respective category. Table 5 lists each feature with its
meaning. There are few features who’s values needs some more explanation which
are discussed below.

Feature Dimension | Feature Name

Extent of failure Fault Class, Degree of Impact, Fault Intent, Fault Type
Impact (spatial) Country, Locality, Affected Sites

Impact (temporal) Date, Duration

Public safety Public Safety

Failure propagation Source Infrastructure, Affected Infrastructures

Table 4: Feature those capture different failure dimensions

Degree of Impact is a feature intent to capture severity of a failure. Kuhn [4]
uses customer minutes (product of average no of customer affected and average
outage duration) to measure the severity of failure in PSTN network. This is
possible only because, each FCC report has to include the date, time, duration and
the number of affected customers (Page 33) [4]. Unlike FCC, our failure reports
did not have such uniform and universal impact dimensions. As such, some of our
impact analysis was judgemental (subjective). Reading the failure case we tried to
understand how many people, system were impacted. Based on that understanding
a Degree of Impact was assigned. ”High” were those events, which massively affect
the functionality of CITI other critical infrastructures, ” Medium” were those, which
moderately affect these infrastructures, and ”Low” was for those failure which have
small impact on the operation of these critical infrastructures. Clemen et al [20]
show that in the absence of uniformity of data, expert judgement can predict risk
with reasonable accuracy. Following three examples show assignment of Degree of
Impact by subjective judgement (A.1, B.1 and C.3 are record numbers in our failure
database).

Degree of Impact - High (A.1) - On November 19, 1994, Iowa City’s US West telephone
system shut down at about 3:30 p.m., local time, and service was gradually restored between
7:30 and 9:30 p.m, affecting about 60,000 people. Analysis showed that a new switching
system had been installed in July 1994. In removing the old system, an electrical grounding
cable had been inadvertently removed.

Degree of Impact - Medium (B.1) - MCT’s inbound Internet gateways were saturated
during July 1994, resulting in days of delay in delivering e-mail to MCI customers. A fix was
considered to be months in the offing

Degree of Impact - Low (C.3) - A software glitch on March 10, 1995, caused Prodigy’s
e-mail system to send 473 e-mail messages to incorrect recipients and to lose 4,901 other




messages. The system had to be shut down for five hours

Another feature is Report Accuracy, where based on the source type we
subjectively assigned an accuracy rating on a scale of 10. For each of these reports,
information source was given. If the information was released from an official source
and had other supporting references for validation, we assigned it 9 or 10 points.
If it was from an official source, but no further detail was given, it had 7 or 8
points. All newspaper reports had 5 or 6 points. Reports from individuals, which
had difficulty to verify, were normally given less than 5 points. Higher rating was
given to a report of a particular class, if the report fulfilled most of our additional
attribute criteria. For instance, if a newspaper report had most of the information
like severity, duration, financial impact, description of fault origin, etc., then it was
given 6 points. Otherwise, it was given 5 points.

All extracted data were kept in a failure database as discussed in Section 4.

3.4 Data Analysis: Objective of our analysis was to identify interdependencies
between CITI and other infrastructures based on some key dimensions, such as,
origin of failures, impact of failures in spatial and temporal dimensions, how these
failures affect public safety, etc. We have used frequency based approach to quantify
these results from the extracted features’ database (Section 3.3, 4) and tried to get
answer to the questions such as, most likely cause of infrastructure failures, types
of locality affected by them, what was the recent trend of these failures and their
implications on public safety. However, due to diversity of infrastructure types and
incompleteness (missing attributes) of many of the failure reports, some of the results
of our analysis were qualitative (judgemental). For instance, only few reports they
have both Duration and Affect Site #. Similarly, Numbers of people affected are
rarely mentioned in these reports. As such, it was not possible to use any uniform
concept like ”Customer minutes” [4] for all failure cases of our analysis. Instead,
we have used ”Degree of Impact” and have done frequency analysis on this field.
Assignment of High, Medium and Low values to this field was not quantitative as
discussed in the previous section. However, judgemental approach is a valid approach
in these types of cases as discussed by Clemen et al [20].



Feature Name

Meaning

Title

Title of the report. Most often this is same as the orig-
inal report.

Fault Class

Type of the fault class A, B or C.

Date Date of the failure report.

Country Where fault incident originated. For global fault it is
World.

Locality How much area was affected. Could be an Organization,

a City, a Region (a big part of the country), a Country,
a Continent or whole World

Degree of Impact

Failure impact. Could be High, Medium or Low

Simulation

Indicates if the fault conditions can be simulated within
a lab environment using NS2 [21] or similar network
simulator.

Fault Intent

Fault could be Intentional, which occur due to deliber-
ate and malicious attempts by any individual or groups,
or Unintentional due to human error or system flaw

Fault Type Fault type is one of the thirteen type mentioned in Table
2
Duration Time from the start of the fault to its full recovery.

Financial Impact

Amount of financial loss in Million USD

Public Safety

Any public safety concern associated with a particular
fault incident, such as failure of 911 service, medical
emergency service, fire rescue service or police service.

Affected Sites

number of sites or locations affected by a particular fault
incident.

Description

Description of the failure (report text)

Report Source

Reference of the report collected from RISKS forum and
referred as RISKS (i, j) where i is the volume number
and j is the issue number within the volume.

Report Accuracy

Based on the source type we assign an accuracy rating
on a scale of 10.

Fault Origin

An qualitative assessment about the origin of fault

Source Infrastructure

Is one of the critical infrastructure from Table 1

Affected Infrastructures

Is one of the critical infrastructure from Table 1

Affected Industry Sectors

Description of the industry sectors affected by the fail-
ure

Comment

comments to specify some interesting aspects of these
faults.

Table 5: Extracted features and their meaning
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4 Failure Database

Collected cases and their extracted features were compiled in a MS Excel database.
Each record in this database has a code number. Code number is a sequential number
coupled with its fault type (Class A, B or C). Data is organized in three groups based
on their failure classes and sorted in ascending order based on report date. There
are 121 collected cases over 8 years (from 1994 to 2001). Frequency of collected
cases has changed over time as shown in the following graph. It shows linear rise
in reported infrastructure failure cases over time. Omne possible reason for this is,
critical infrastructures are increasingly becoming dependent on CITI for their critical
functionalities.

5
a0 e
0 25
&
: 20
B ;
o )
8_ F
& 15
B
#* 10
: /
] T T T T T T T T
1883 1884 1895 1988 18987 1968 1883 2000 2001 2002

Year

Figure 1: Reported failures over time
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Each of the following attribute has its own legal value as shown in Table 6.

Field Name Legal Values

Code Code number is a sequential number coupled with its
fault type (e.g., A.1)

Fault Class A, BorC

Title Text String

Date MM/DD/YYYY

Country Country Name / World

Locality Organization / City / Region / Country / Continent /

World

Degree of Impact

High / Medium / Low

Network Trace

Yes / No / Unknown

Simulation Yes / No / Unsure

Fault Intent Intentional / Unintentional / Unknown
Fault Type One of the thirteen fault type (Table 2)
Duration # Hour

Financial Impact

# Million USD

Public Safety

Yes / No / Unknown

Affected Sites

# / Unknown

Description

Text String

Report Source

Text String

Report Accuracy

i

Fault Origin

Text String

Source Infrastructure

One of the infrastructure from Table 1

Affected Infrastructures

One of the infrastructure from Table 1

Affected Industry Sectors

Text String

Comment

Text String

Table 6: Legal values for Failure Database
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A sample failure report with the extracted feature values is shown below. All
the analytical results are also kept within the same MS Excel spreadsheet. This
spreadsheet is available from the authors of this paper.

’ Al ‘ Ground-cable removal blows Iowa City phone system upgrade
Date Country | Locality Deg of Impact | Simulation
11/19/1994 USA City High Unsure
Fault Intent | Duration | Financial Impact | Public Safety | Affected Sites
Unintentional | 6 hours Unknown Yes Unknown

On November 19, 1994, Iowa City’s US West telephone system shut down at about
3:30 p.m., local time, and service was gradually restored between 7:30 and 9:30 p.m,
affecting about 60,000 people. Analysis showed that a new switching system had been
installed in July 1994. In removing the old system, an electrical grounding cable had
been inadvertently removed.

Report Source lTowa City Press Citizen, November 22, 199/; see dis-
cussion by Douglas W. Jones, RISKS (16, 58)

Report Accuracy 6

Fault Type Human Error

Fault Origin Fault in electrical system due to human error.

Source Infrastructure Electrical Power System

Affected Infrastructures Telecommunication Infrastructure

Affected Industry Sectors | All kinds of industries of lowa City

Comment Lack of detailed planning

Table 7: A Sample Database Record
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5 Results

In this section, we present our findings from failure database. Table 8 summarizes
the number and percentage of failures based on their intention, impact scale, location
and public safety concern.

Physical Network IT Service Total
Layer (A) Layer (B) | Layer (C)
Total /category 46 | 38% [31 [26% |44 |36% |121 | 100%
Intention
Intentional 2 4% 21 68% |0 0% 23 19%
Unintentional | 39 85% 10 32% | 41 93% |90 74%
Unknown 5 11% 0 0% 3 ™% 8 ™%
Impact Scale
High 37 80% 21 68% | 26 59% | 84 69%
Medium 8 17% 8 26% | 10 23% | 26 21%
Low 1 2% 2 6% 8 18% 11 9%
Location
US/Canada 26 57% 18 58% | 30 68% | 74 61%
Other 20 43% 13 42% | 14 32% | 47 39%
World 2 4% 3 10% |0 0% 5 4%
Public Safety
Concern 15 33% |6 19% |8 18% |29 | 24%
No Concern | 20 43% 18 58% | 31 70% | 69 57%
Unknown 11 24% 7 23% |5 11% | 23 19%

Table 8: Effect of failures by intention, impact scale, location and public safety
Following figures show the results obtained from Table 8.

5.1 Failure Class Distribution: Figure 2 shows how failures are distributed
in each layer. Most of the failures are found to be in the IT Service layer, then in
Physical and in Network Layer.

Figure 3 shows percentage of failure based on fault origin. According to this
classification, hardware fault is the predominant class of failure (26%), next to it is
the software fault (13%). Human error is also responsible for significant number of
failures (11%).

Figure 4 shows that origins of most of the CITI failures are unintentional (74%).

5.2 Impact of Failure: If we combine the findings of Figure 2 and Figure 4, we
observe an interesting picture as shown in Figure 5. This shows intentional failures
are mostly concentrated in the network layer. This is because ” Malicious Logic Fault”
and ”Intrusion Attempt” are by definition intentional.

14
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Figure 2: Failure class distribution

Figure 6 shows another interesting aspect of interdependencies between infras-
tructures. More number of high impact failures are in the lower layer than in the
upper layer. One possible reason is, any failure in the lower layer may lead to severe
consequences, than the failure in the upper layer. For instance, physical layer failure
leads to both network and service layer failure. However, service level failure may
not imply network or physical layer disruption.

5.3 Public Safety Concerns: Figure 7 shows that public safety concern is
more for lower layer failures than for upper layer. For example, disconnected cable
in the telephone network may lead to failure of 911 services, but disruption in air
transportation service may not lead to failure of 911 services.

However, Figure 8 shows another interesting aspect of relation between public
safety and failure impact. There are more numbers of High, Medium and Low
failure impact cases where public safety is not a concern (pink line), than where it
is a concern (black line). So, severe failure may not always imply great concern in
public safety service.

5.4 Change of Degree of Impact over Time: Figure 9 shows degrees of

15
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Figure 3: Faults those lead to Infrastructure failure
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Figure 9: Change of degree of impact over time.

impact (severity) of infrastructure failure are on the rise.
However, this higher fatality may not be due to malicious attacks, because Figure
10 shows that this severity in failure is largely contributed by unintentional failures.

5.5 Locality affected by CITI Failures: Figure 11 shows that most of the
time CITI failures ends up beyond organization boundary (65%) that affects the life
of general public. Crossing the national boundary is very unlikely, unless a failure is
targeted internationally.

Figure 12 and 13 show the infrastructure failures with respect to their concen-
tration in geographical locations. Figure 12 includes international cases (eg., worm
attack). Whereas, Figure 13 excludes those cases. In both figures, most of the
reported failures (above 60%) have taken place in North America (US/Canada).
One possible explanation is, this region has highest number of computer uses than
any other parts in the world.

5.6 Interdependency between Infrastructures: Figure 14 shows, most of

the time CITI failures are originated from within CITI infrastructure. Figure 15
shows, CITI failures mostly affect CITI itself, Banking and Finance and Multiple
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23



= Crganization m Gty 0 Regon 0 Country m Continent @ Werld

Continent  World
1% %

Figure 11: Localities affected by infrastructure failures.

24



Number of Incick

m US/Canada m Cther

100%

80%

60%

40%

20%

0%

Physical Layer (A ) Netwark Layer (B) IT Senice Layer (C)
Layer

Figure 12: Failure location (includes International).

25



Nusrber of Incick

B US/Canada m Other

Physical Layer (A) MNebwok Layer (B ) IT Senice Layer (C)
Layer

Figure 13: Failure Location (excludes International).

26



@ IT Infrastructure B Telecommunication Infrastructure
O Electrical Power System O Other Infrastructures

6% 2%

Figure 14: Failure those affect CITI.

Infrastructures(more than one infrastructures).
How failures propagate from one infrastructure to another is shown in the follow-
ing Figure 16. (Under Construction)
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6 Discussions

Results obtained in Section 5 presents some important facts about critical infras-
tructures and their interdependencies during their normal course of operation (we
did not find enough cases related to catastrophic disaster). Following are some of the
observations:

Figure 4 shows that nearly three-fourth of failure cases are due to accidental
cause, Figure 3 shows that almost half of these failures are due to system failure
(Hardware 26% + Software 13% + Configuration 9% = 48%) and Figure 5 shows that
most of the system failures (hardware, software) are unintentional. This implies that,
infrastructures are mostly vulnerable to accidental causes (non malicious). Accidental
reasons include hardware or software fault, configuration problem, human error, etc.
In contrast to that, Malicious Logic Fault, Intrusion Attempt and Vandalism are only
accounted for less than 15%. This leads us to the conclusion that more focus has to
be paid on system reliability.

Figure 9 shows that numbers of high impact failures are rising and Figure 10
shows that they are mostly contributed by unintentional failures. This implies poor
system design, implementation or operations are also on the rise.

Figure 7 shows that public safety is largely related to system failure (lower layer
failures have higher impact). As system failure is on the rise, there are increasing
concerns for public safety.

Figure 11 shows that failures are most likely to affect beyond their organization
boundary (65%) and as such, may affect the life of others. This implies infrastructure
failures are growing concern for general people. Figure 12 and Figure 13 shows that
North America (US/Canada) is especially vulnerable region (60%) due to growing
dependency on critical infrastructure related services.

Figure 14 shows CITI failures are most likely to originate (92%) within CITI and
impact CITI itself (Figure 15). As such, improving the technique of CITI infras-
tructure design, implementation and management can ensure greater reliability and
safety.

7 Conclusions

Functionality of modern states largely depends on the smooth operation of CITI and
other critical infrastructures. Any disruption in their operation may result in greater
disturbance in public life. Therefore, understanding of their failure patterns and
interdependencies is a requirement for their smooth operation. Such understanding
may help infrastructure operator, researcher and public decision maker in general. In
this research, we have explored a less studied proposition of using public domain data
to understand CITI and other critical infrastructures’ interdependencies. Using this
approach we have studied public domain infrastructure failure report for considerable
span of time (12 years). To our knowledge this is the first attempt to understand
relation between CITI and other critical infrastructures from the failure cases (using
either public or protected data sources). Results obtained from this analysis of
real life failure cases should be useful for future research on critical infrastructures.
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We have identified empirical pattern for the origin of infrastructure failures, their
propagation pattern, their impacts on public life, and their historical trends. We
have developed a failure database during our research. This database will also be
useful reference for the validation of any model related to critical infrastructures.
Also, the method we have used for public domain data collection, classification and
analysis should be useful for any research involving such sources. Our future plan is
to get access to the infrastructure failure data from the provider sources and compare
results obtained from those sources to the results from pubic data sources. We would
also like to do some infrastructure simulation and compare those results with the
findings of this paper.
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